MULTIMEDIA AND APPLICATIONS

DIRECTORATE OF DISTANCE EDUCATION
MBA

Paper 4.4.3

ALAGAPPA UNIVERSITY

K araikudi - 630003 Tamil Nadu



Reviewer

Dr. M. Selvam Dean, Facglty o_f M anag_ement
AlagappaUniversity, Karaikudi

Authors
Anirban Mukhopadhyay & Arup Chattopadhyay: Units (2.0-2.3, 3.0-3.2, 3.5) © Anirban Mukhopadhyay & Arup
Chattopadhyay, 2013

Vikas Publishing House: Units (1, 2.4-2.9, 3.3-34, 3.6-3.9, 4, 5, 6) © Reserved, 2013

All rights reserved. No part of this publication which is material protected by this copyright notice
may be reproduced or transmitted or utilized or stored in any form or by any means now known or

hereinafter invented, electronic, digital or mechanical, including photocopying, scanning, recording
or by any information storage or retrieval system, without prior written permission from the Publisher.

Information contained in this book has been published by VIKAS® Publishing House Pvt. Ltd. and has
been obtained by its Authors from sources believed to be reliable and are correct to the best of their
knowledge. However, the Publisher and its Authors shall in no event be liable for any errors, omissions
or damages arising out of use of this information and specifically disclaim any implied warranties or
merchantability or fitness for any particular use.

VIKAS®

Vikas® is the registered trademark of Vikas® Publishing House Pvt. Ltd.

VIKAS® PUBLISHING HOUSE PVT. LTD.

E-28, Sector-8, Noida - 201301 (UP)

Phone: 0120-4078900 e Fax: 0120-4078999

Regd. Office: 576, Masjid Road, Jangpura, New Delhi 110 014

¢ Website: www.vikaspublishing.com e Email: helpline@vikaspublishing.com

Work Order No. AU/DDE/D2/Printing/31/2013-14 Date: 14.03.2013 Copies 1000



SYLLABI-BOOK MAPPING TABLE

Multimedia and Applications

Syllabi

Mapping in Book

UNIT 1

M ultimediain Useand Technology: Introducing Multimedia
—Multimedia Definition—Need, Benefits and Problems—
System Components—M ultimedia Platforms—Devel opment
Tools: Types—Cross Platform Compatibility—Commercial
Tools—Standards.

Unit 1: Multimedia in Use and Technology
(Pages 3-62)

UNIT 2

Media Types: Non-Temporal—Text, Image, Graphics—
Temporal—Analog, Digital Audio/Video, Music, Animation,
Other Media Types—Extended Images, Digital Ink, Speech,
Audio.

Unit 2: Media Types
(Pages 63-118)

UNIT 3

Digital Video and Image Compression: Evaluating a
Compression System—Redundancy and Visibility—Video
Compression Techniques—Image Compression Standards—
JPEG, MPEG, DV 1.

Unit 3: Digital Video and Image Compression
(Pages 119-144)

UNIT 4

Object Oriented Multimedia: Objects, Classes and Related
Items—Multimedia Frameworks: Overview, Media Classes,
Transform Classes, Format Classes, Component Classes.

Unit 4: Object Oriented Multimedia
(Pages 145-176)

UNIT5

Multimedia Environments: The CD Family, CD-i—
Overview—Media Types—Media Organization—
Architecture and Operations, Applications: Media in Real
World—Multimedia on Networks—Training and Education.

Unit 5: Multimedia Environments
(Pages 177-220)

UNIT 6

Virtual Reality: Inteligent Multimedia System—Desktop
Virtual Reality (VR)—VR Operating System—Virtual
Environment Display and Orientation Making Visually Coupled
System Requirements—Intelligent VR Software Systems.

Unit 6: Virtual Reality
(Pages 221-243)







CONTENTS

INTRODUCTION

UNIT1 MULTIMEDIAIN USE AND TECHNOLOGY

10
11
12

13

14
15

16
17
18
19

Introduction
Unit Objectives
Introducing Multimedia
121 Needof Multimedia
122 Bendfitsand Limitations of Multimedia
System Components
131 MultimediaDevices
132 Presentation Devices and the User Interface
Multimedia Platforms
Development Tools: Types
151 Elementsof Multimedia
152 Animation
153 Sound
154 Video
155 CrossPlatform Compatibility
156 Commercia Todls
Multimedia Standards
Summary
Answers to ‘Check Your Progress
Questions and Exercises

UNIT 2 MEDIATYPES

2.0
21
22

2.3

24
25
2.6
2.7
2.8
29

Introduction
Unit Objectives
Non-Temporal Media Type
221 Text
222 Image
223 Graphics
Temporal
231 Audio
232 Video
233 Animation
Speech Recognition
Extended Images
Digital Ink
Summary
Answers to ‘Check Your Progress
Questions and Exercises

UNIT 3 DIGITAL VIDEO AND IMAGE COMPRESSION

30
31
32
33
34
35

Introduction
Unit Objectives
Introduction to Compression

Evaluating a Compression System
Redundancy and Visibility
Video Compression Techniques

3-62

63-118

119-144



35.1 Compression/Decompress on (CODEC)

3.6 Image Compression Standards
36.1 Methods Used in Image Compression
36.2 JPEG Image Compression Standard
363 MPEG Mation Video Compression
364 Digital Video Interface Technology

3.7 Summary

3.8 Answersto ‘Check Your Progress

3.9 Questions and Exercises

UNIT 4 OBJECT ORIENTED MULTIMEDIA

4.0 Introduction

4.1 Unit Objectives

4.2 User Interfaces
421 Graphical User Interfaces
422 Widget Toolkit

4.3 Hardware Support
431 Universal Seria Bus(USB)
432 Smal Computer System Interface (SCSI)
433 |EEE 13%4 (Firewire)

4.4 Streaming Technologies
441 Streaming Servers
442 StreamingAudio Video Formats
443 MPEG-4Format

45 Multimedia Database Systems (MMDBS)
451 MMDBSApplications
452 MMDBSArchitecture
453 Featuresof MMDBS
454 MultimediaDatabase Queries
455 Implementation of MMDBS

4.6 Object-Oriented Approach

4.7 Multimedia Documents
471 Standard Generalized Markup Language (SGML)
4.7.2 Office Document Architecture (ODA)
4.7.3 Multimediaand Hypermedia Experts Group (MHEG)

4.8 Multimedia Frameworks

4.9 Summary

410 Answers to ‘Check Your Progress
411 Questions and Exercises

UNIT5 MULTIMEDIA ENVIRONMENTS

5.0 Introduction
5.1 Unit Objectives
5.2 TheCD Family
521 Introduction to CD Technology
5.3 Media Types
5.4 MediaOrganization
5.5 Applicationsof Multimedia
5.6 Summary
5.7 Answersto ‘Check Your Progress
5.8 Questions and Exercises

145-176

177-220



UNIT 6 VIRTUAL REALITY

6.0
6.1
6.2
6.3

6.4
6.5
6.6
6.7
6.8
6.9
6.10
6.11

Introduction
Unit Objectives
Intdligent Multimedia System
Desktop Virtual Reality

6.31 VR Technology and Tools
Virtual Redlity OS
Distributed Virtual Environment System
Virtual Environment Displays and Orientation Tracking
Visually Coupled System Requirements
Intdligent Virtual Reality Software Systems
Summary
Answers to ‘Check Your Progress
Questions and Exercises

221-243



INTRODUCTION

Computers have brought about mgjor changesin al spheres of life and intheway we
communicate. Today, it isextremely difficult to imagine aworld without computers.
The development of multimediaand computer graphics has made computerseasier to
interact with and enhanced for interpreting many types of data. Developmentsin
computerized multimediagraphics have aprofound impact on many typesof media
and have also revolutionized animation, moviesand thevideo gameindustry.

In today’s world, multimedia is a vital component of communication,
entertainment and education. Asageneral term, multimedia, which literally means
'many media, canrefer to the sharing of information utilizing at least two of our five
sensory organs. Multimediahasitsapplicationin variousareasincluding advertisements,
art, education, entertainment, engineering, medicine, mathematics, business, scientific
research and spatial temporal applications. Thisbook will discuss multimediaina
digital context, i.e., digitd multimedia. Digita multimediaismostly computer generated
and comprisestext, images, audio, video and animation, and the hardware and software
requirementsfor producing digital multimedia.

Technically, multimediasignifiesacombination of variouscontent forms, such
astext, images, audio, animation, video and interactivity. Broadly spesking, multimedia
canbecategorized aslinear and nonlinear. Linear multimediaisaprogressve presentation
of content, without random navigation facility or non-interactive, for example cinema
presentation. Nonlinear multimediaallowsinteractivity, i.e., the user can control the
progress of thecontent for example computer games. Computer animationistheart of
creating moving images using computers. It isasubfield of computer graphicsand
animation. Multiplemethods of achieving animetionexist; the rudimentary formisbased
on the creation and editing of keyframes, each storing avalue at a giventime, per
attribute to be animated. The 2-D/3-D graphics software interpolates between
keyframes, creating an editable curve of a value mapped over time, resulting in
animation. Multimedia, thus, includesacombination of text, audio, sll images, animetion,
video andinteractivity content forms. Thisbook introduce you the exciting multimedia
technologies, the significance of whichisgreetly felt in our day-to-day life.

Thisbook, Multimedia and Applications, isaimed at giving thestudentsafair
thought of the multimediaand itssignificant applicationsintoday’sworld. The book
followsthe self-instruction mode or SIM format wherein each unit beginswith an
‘Introduction’ to thetopic of the unit followed by an outline of the* Unit Objectives .
The detailed content isthen presented in asmple and structured form interspersed
with*Check Your Progress questionsto facilitate abetter understanding of thetopics
discussed. The'Key Terms’ are given on respective pagesto help the sudent revise
what he/she haslearnt. A * Summary’ along with aset of ‘ Questionsand Exercises’ is
also provided at the end of each unit for effective recapitulation.

Introduction
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UNIT 1 MULTIMEDIA IN USE AND
TECHNOLOGY

Sructure

1.0 Introduction
1.1 Unit Objectives
1.2 Introducing Multimedia
121 Needof Multimedia
122 BenditsandLimitationsof Multimedia
1.3 System Components
131 MultimediaDevices
132 Presentation Devices and the User Interface
1.4 MultimediaPlatforms
15 Deveopment Tools: Types
151 Elementsof Multimedia
152 Animation
153 Sound
154 Video
155 CrossPlatform Compatibility
156 Commercia Todls
1.6 Multimedia Standards
1.7 Summary
1.8 Answersto ‘Check Your Progress
1.9 Questions and Exercises

1.0 INTRODUCTION

Inthisunit, you will learn about multimediaand itsrelated technology. Multimedia
refersto amixture of interactive mediaor datatypes, predominantly text, graphics,
audio and video that are smultaneoudy ddlivered by acomputer. Actudly amultimedia
systemimpliesacombination of specified hardware componentswith certain minimum
capabilitiesand compatible software that hasan interactive interface studded with
different mediadements. The application areasfor digital multimediaare continuoudy
increasing sincethe last decade. It hasbecome anindispensabletool for visuaization
and storage of the happeningsaround us.

You will learn about various system components. Themost prominent partina
personal computer isthe display systemthat isresponsible for graphic display. The
display system may be attached with a PC to display character, picture and video
output. Youwill also learn about various multimedia deviceslike capture devices,
storage devices, communication network devices, computer systems and display
devices. The presentation devices are associated with the multimedia applicationsin
GUI (Graphical User Interface) environment. GUI allowsusersto sdlect theavailable
resourcesvisually and control the presentation devices. It controlsthevirtual room
lighting, hotspots, loudspesker, printers, cameras, etc. The presentation device connects
the computer using various wirelesstechnologies, such as Bluetooth connectionto
producethe presentation online.

You will also learn about multimediaplatforms. A true multimedia platform
integrates and combines various multimedia devicesand components.

Multimediain Use
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Fndly, you will learn about various development toolsand multimediastandards
Thekey to successful multimedia productionisaseamlessintegration of multimedia
elementsfor graphic design, content management, production and packaging. The
whole process of developing amultimediapackageiscalled authoring. An authoring
systemisacollection of software toolsthat help in various aspects of multimedia
production. In computer technology, cross platform or multi-platformrefersto the
unique characteristic of computer software which enables it in implementing
methodologiesfor inter-operating onseveral computer platforms. Theterm’ Standards
refers to the specifications made by the systematic efforts approved by official
standardization federations committed to theissueand can sometimes be termed as
official standards. In some specific casesit istermed asdefacto standardswhenit
iswidely accepted by theindustry and/or the public.

1.1 UNIT OBJECTIVES

After going throughthisunit, you will be ableto:
e L earnabout multimedianeeds and benefits
¢ Discussthevarioussystem componentsof multimedia
¢ Explainthesgnificanceof multimediaplatforms
¢ Describevarioustypesof developmentstoolsand multimediastandards

1.2 INTRODUCING MULTIMEDIA

Multimediarefersto amixture of interactive mediaor datatypes, predominantly
text, graphics, audio and video that are Smultaneoudy ddlivered by acomputer. Actualy
amultimedia systemimpliesacombination of specified hardware componentswith
certain minimum capabilitiesand compatible softwarethat hasaninteractive interface
studded with different mediaelements. The difference betweenamultimedia system
and atelevison (where you also get smultaneous presentation of multiple media) is
that intelevision, the delivery isnot interactive and the user cannot control the way
things happen, whereasa PC-Multimediasysemallowsthe user to control thedements
that areddivered withavaried degree of navigational freedomthrough linked elements.

Though basicaly multimediapresentation is dependent onthe processing power
and data-storage capacity of the computer, some basic hardware (H/\W) components
that makeacomplete multimediasystemare, asfollows:

1. Deviceslikekeyboard, mouse, joystick, touch screen by which the user can
interact withthe system.

2. A high-resolution screen and graphics accelerator card that can provide good
qudlity still images, video clips; animations,; text and graphics.

3. Speakersfor gpeech and music output.
4. Microphonefor audio recording.



5. Sound card and video grabber card to capture, digitize and edit audio and
video materid.

6. CD-ROM driveto play back pre-recorded source (/) material. CD-ROM
driveisadevicethat canread information fromaCD-ROM

Withtherapid progress of the H/W industry, new generation processorsand memory
chips, various add-ons, computing accessories and devices upgraded kitsare being
continuoudy evolved. The PCsare becoming more and more powerful endowed with
sunning multimediacapabilities. However, thereisaninternational sandard specification
of aMultimedia PC (MPC) by anindustry consortium called MultimediaPC Working
Group (MPCWG), formerly known as M ultimedia PC Marketing Council. TheMPC
gpecifications, which are upgraded fromtimeto time, clearly definewhat should bethe
minimum featuresthat amultimedia PC should have.

According tothelatest MPC level-3 specification (the previoustwo being level-
1 and level-2) amultimedia PC should have the following as the absolute minimum
(eventhough ahigher specificationisrecommended):
1. 75MHzIntel Pentium Processor or equivalent.
2. 8MB RAM.

3. 540 MB Hard Disk Drive with 15 ms access time, 1.5 MB/sec sustained
throughout.

4. CD-ROM Drivewith 250 msaccesstime, 600 KB/sec transfer rate.

5. 3.5",1.44 MB Foppy Disk Drive.

6. Color Monitor with display resolution of 640 x 480 with 65,536 (16-hit) colors.

7. Video Playback (Full Motion Video): MPEGL1 decoding support withitsoutput
being ableto drive atleast a320 x 240 pixel video window, at 30 fpsand with

15 bits/pixl.

8. 101 key IBM compatible keyboard or equivalent.
9. Two buttonMouse.

10. Audio board.

11. MIDI input-output port.

12. Joystick port.

13. Headphonesand/or speakers.

14. Serial and Pardléel ports.

15. Software: DOS6.0 or later, Windows 3.11 or later.

ThisMPC level-3 specification was released in 1995. However, with respect
to the current market standard MPC level-3 may seemto be quite outdated. After
Windows 3.11, Windows 95, 98, 2000, and X P have come up with improved GUI
and support avariety of multimediadevices. Moreover, 3GHz Pentium - 4 PC'swith
80 GB HDD arenow commonly used. In addition, most of the multimediagpplications
today requireat least 256 MB RAM, if not more.

The multimediadevices and driversare managed by the[mci] and [drivers]
section of theWindows SY STEM.INI file, that can be added and deleted using the
Multimedia Propertiescontrol panel. The device properties can also beadjusted from
there.
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By readingthe SY STEM.INI text filewhenit startsup, Windowsknowswhat
multimedia devices are present in the systemand initializesthem.

1.2.1 Need of Multimedia

The application areas for digital multimedia are continuously increasing since the last
decade. It hasbecome anindispensabletool for visuaization and storage of the happenings
around us. Infact, digital multimediacan be effectively used wherever thereis scopefor
representing some information interactively using text, sound, image, video, etc. The
several key areas where multimedia technology has been effectively utilized for the
benefits of the peopleare:

e Education and Training: Digital multimedialibraries of interactive e-learning
coursesareavailablefor individual aswell as corporate-level training. Itisagreat
boon of multimediatechnology and is spreading rapidly all over theworld asa
very popular and dependable means of distance education. A quality e-learning
module facilitates self-paced training with quality courseware prepared by
competent and experienced faculty membersthat provides great relief and help
to students who are otherwise deprived of classroom teaching. Even when
classroomtraining is available, e-learning may effectively supplement suchformal
training with features, such asinteractivity, multimediademonstration, quizzes,
etc. Further, e-learning is usually implemented through aweb-based L earning
Management System (LMS) that keeps track of the student’s progress and
performance.

e Entertainment Industry: Any activity that gives pleasure to the audience is
entertainment. It can beashow or performance by anindividua or agroup, such
as amagic show, atheatre, afootball match or amovie show. Theindustry that
provides entertainment is called the entertainment industry. With the advent of
digital multimedia, the entertainment industry has been using digital multimedia
tools and techniquesfor creating special effects, devel oping interactive computer
games, edit movies, create animation filmsaswell asrestore and enhance classic
films of yesteryears. The audience may participate actively inacomputer game
or passively as in watching an animation film or a movie with specia effects
created using digital multimediatools, but the role of multimediaisalwaysthere.

e Household Services: Today, you can routingy use multimediatechnology in
variousformsin your home, such asfor self-paced education, home shopping
(railway or airlines booking, product demonstration, e-filling of forms),
communicating with distant relatives through multimedia chatting. Other
application areasare video on demand, interactive TV, etc., that are gradualy
becoming popular.

¢ Business Services: Multimediatechnology isroutinely applied in videoconferencing
in a cost effective way, e-mail and multimedia chatting for routine officia
correspondence and transaction of important multimedia documents acrossthe
globe.

e Science and Technology: Visudization and simulation can be done using
multimediatechnology for all branches of science and technology.

e Medicine Interactive multimediatechnology can beused inimplementing
telemedicine projectsto cure patients at far-off places. Multimedia databases
provide support for queriesrelated to medica science and patient related queries
including case higtory, X -rays, scanned images, assessments, response, etc.



1.2.2 Benefits and Limitations of Multimedia
Thefollowing are some of the bendfitsand limitations of multimedia:

Benefits

e Theportahility of digital multimediaformatsfacilitates easy trangportation and
helpsin manipulating information comprehengvely.

o Careful use of mediafiles can make aWeb page, blog post or areport more
engaging than smpleplain text, emphasizeskey pieces of information.

e |tincreaseslearning effectivenessin educationand training programs.

e |t ismoreappedaling over traditiona lecture-based learning methods.

o Offersggnificant potential inimproving personal communications, education
and training efforts.

Limitations

e Multimediaformatsand the devicesthat play or storethemrequireaconstant
supply of power and frequent updating that can be problematicin moreremote
aress.

¢ Astechnology rapidly evolves, compdtibility between different devicescanaso
be aproblemwhen trying to move or play multimedia content.

¢ Thefactor of expenseisunableto keep up withtechnology for financial reasons
or geographicisolation.

¢ Adding multimediaincreasesthe number of codec and plug-insabrowser needs
to load the page which leadsto dower loading times.

e Multimediaaso leadsto athird-party problem, such asif avideo being removed
fromthereferenced Website or linksthen it will leave ablank spaceinany post
inwhich thevideo have been embedded.

1.3 SYSTEM COMPONENTS

In this section, you will learn about the display and input devicesthat are generally
used to display objects.

Display Devices

Themost prominent part inapersona computer isthe display systemthat isresponsible
for graphic display. Thedisplay system may be attached withaPC to display character,
picture and video output. Some of thecommontypesof display sysemavailableinthe
market are,

1. Raster Scan Digplays.

2. Random Scan Displays.

3. Direct View Storage Tube.

4. Flat Pand Displays.

5. ThreeDimensiona Viewing Devices.

6. Stereoscopic and Virtua Redity System.

Multimediain Use
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These display systemsare often referred to asVideo Monitor or Visual Display
Unit (VDU). Themost common video monitor that normally comeswithaPCisthe
Raster scantype. However, every display system hasthree basic parts—the display
adapter that creates and holdsthe imageinformation, the monitor which displaysthat
information and the cablethat carriestheimage data between the display adapter and
themonitor.

Beforethemajor display systemsarediscussed, let usfirst know about some
basicterms.

1. Pixel

A pixel may be defined asthe smallest sizeobject or color spot that can be displayed
and addressed on amonitor. Any image that isdisplayed on the monitor ismade up of
thousands of such small pixels (also known as picture elements). The closely spaced
pixelsdividetheimage areainto acompact and uniform two-dimensiond grid of pixel
linesand columns. Each pixel hasaparticular color and brightnessvalue. Thoughthe
size of apixel depends mostly on the size of the eectron beamwithin the CRT, they
aretoo fineand closeto each other to be perceptible by the human eye. Thefiner the
pixelsthe more the number of pixels displayable on amonitor-screen. However, it
should beremembered that the number of pixelsin animageisfixed by the program
that createstheimage and not by the hardwarethat displaysit.

2. Resolution

There are two distinctly different terms, which are often confused. One isImage
Resolution and the other is Screen Resolution. Strictly speaking, image resolution
refersto the pixel spacing, i.e., the distance between one pixel and the next pixel. A
typical PC monitor displays screenimageswith aresolution somewhere between 25
pixels per inch and 80 pixelsper inch (ppi). Inother words, resolution of animage
refersto thetota number of pixelsaong the entireheight and width of theimage. For
example, afull-screen image with resolution 800 x 600 meansthat there are 800
columns of pixels, each column comprising of 600 pixels, i.e., atotal of 800 x 600 =
4,80,000 pixelsintheimage area.

Theinternal surface of the monitor screenis coated with red, green and blue
phosphorsthat glowswhen they arestruck by astream of electrons. This phosphor-
coated material isarranged in an array of millions of tiny cells—red, green and blue,
usually called dots. Thedot pitchrefer to the distance between adjacent sets (triads)
of red, green and blue dots. Thisisalso considered to be the same asthe shortest
distance between any two dots of the same color, i.e., fromred-to-red or green-to-
greenlikethat. Usually monitors are availablewith adot pitch specification 0.25 mm
to 0.40 mm. Each dot glow with asingle pure color (red, green or blue) and each
glowing triad appearsto our eye asasmall spot of color (amixture of red, greenand
blue). Depending ontheintensity of thered, green and blue, different colorsresultsin
different triads. The dot pitch of the monitor thus, indicateshow fine can bethe colored
spotsthat make up the picture, though electron beam diameter isanimportant factor
in determining the spot size.

So, you understand that the pixel isthe smallest element of adisplayed image
and that dots (red, green and blue) are the smallest elements of a display surface
(monitor screen). Thedot pitchisthemeasure of the screenresolution. The smdler the
dot pitch, the higher theresolution, sharpness and detail of theimage displayed.



To usedifferent resolutionson amonitor, the monitor must support autometic
changing of resolution modes. Originally, monitorswerefixed at aparticular resolution,
but for most monitorstoday, the display resolution can be changed using software
control. Thisletsyou use higher or lower resolution depending on the need of your
application. A higher resolution display allowsyou to see moreinformation on your
screen at atime and isparticularly useful for operating systems, such asWindows.
However, the resolution of an image you see is afunction of what the video card
outputsand what the monitor iscapableof displaying. To seeahigh resolutionimage,
such as 1280 x 1024 requires both avideo card capable of producing animage this
large and amonitor capable of displaying it.

3. Image Resolution versus Dot Pitch

If theimageresolution ismore ascompared to theinherent resolution of the display
device, thenthe quality of the displayed image getsreduced. Astheimage hastofit in
thelimited resolution of the monitor, the screen pixels (comprising ared, agreenand a
blue dot) show the average color and brightness of several adjacent image pixels.
Only when thetwo resolutions match, theimageis displayed perfectly and only then
themonitor iscongdered to be used to its maximum capacity.

4. Aspect Ratio

The aspect ratio of theimageistheratio of the number of X pixelsto the number of Y
pixels. The standard aspect ratio for PCsis4:3; someresolutionseven usearatio of
5:4. Monitorsare calibrated to thisstandard so that whenyou draw acircleit appears
to beacircleand not anéllipse. Displaying animagethat usesan aspect ratio of 5:4
will causetheimageto appear somewhat distorted. The only mainstreamresolution
that uses 5:4 isthe high-resolution 1280 x 1024. Table 1.1 showstheresolution their
respective number of pixelsand their aspect ratios.

Table 1.1 Common Resolutions, Number of Pixels and Sandard Aspect Ratios

Resolution Number of Pixels Aspect Ratio

320 x 200 64,000 85

640 x 480 307,200 4:3

800 x 600 480,000 4:3
1024 x 768 786,432 4:3
1280 x 1024 1,310,720 5:4
1600 x 1200 1,920,000 4:3

5. Raster Scan Display

Thistype of display basicaly employs aCathode Ray Tube (CRT) or LCD (Liquid
Crystal Display) panel for display. The CRT works just like the picture tube of a
television set. Itsviewing surfaceis coated with alayer of arrayed phosphor dots. At
the back of the CRT isaset of electron guns (cathodes) which produce controlled
sreams of electrons (electron beams). The phosphor material emitslight when struck
by thesehigh-energy electrons. Thefrequency and intengty of thelight emitted depends
on the type of phosphor material used and energy of the electrons. To produce a
picture onthe screen, these directed electron beams start at the top of the screenand
scan rapidly from left to right along the row of phosphor dots. They returnto the
leftmost position one line down and scan again, and repeat thisto cover the entire
screen. The return of the beam direction to the leftmost position oneline downis
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caled horizontal retrace during which the electronflow isshut off. In performing this
scanning or sweeping type motion, the electron gunsare controlled by thevideo data
stream coming into the monitor fromthevideo card, which variestheintensity of the
electron beamat each position onthe screen. Theinstantaneous control of theintensity
of theelectron beam at each dot iswhat controlsthe color and brightnessof each pixe
onthescreen. All these happen extremely quickly, and theentire screenisdrawnina
fraction (say, 1/60th) of asecond.

Animagein raster scan display is basically composed of aset of dotsand lines;
linesare displayed by making those dots bright (with the desired color) whichlieas
close aspossible to the shortest path between the endpointsof aline.

6. Refresh Rate and Interlacing

When adot of phosphor material isstruck by the electron beam, it glowsfor afraction
of asecond and then fades. Asthe brightness of the dots beginsto reduce, the screen
image becomes unstable and gradualy fades out.

To maintain astable image, the electron beam sweepsthe entire surface of the
screen and then returnsto redraw it anumber of timesper second. Thisprocessiscaled
refreshing the screen. After scanning all the pixel-rows of the display surface, the
electron beamreachestherightmost position in the bottommost pixel line. The ectron
flow isthen switched off and thevertical deflection mechanism steersthebeamto the
top left postionto sart another cycleof scanning. Thisdiagona movement of the beam
direction acrossthe display surfaceisknownasvertical retrace. If theeectron beam
takestoo long to return and redraw apixe, the pixel will begintofade; it will returnto
full brightness only when redrawn. Over thefull surface of the screen, thisbecomes
visible asaflicker intheimage, which can be distracting and hard onthe eyes.

In order to avoid flicker, the screen image must beredrawn sufficiently quickly
that the eye cannot tell that therefreshisgoing on. Therefresh rateisthe number of
times per second that the screenisrefreshed. The unit of frequency ismeasured in
Hertz (Hz). Therefresh ratesare somewhat standardized; common valuesare 56, 60,
65, 70, 72, 75, 80, 85, 90, 95, 100, 110 and 120 Hz. Basicadlly, higher refresh rates
are preferred whileviewing the monitor asit provides bright image on the screen, but
the maximumrefresh rate possible depends onthe resolution of theimage. Themaximum
refresh ratethat ahigher resolutionimage can support islessthan that supported by a
lower resolution image, because the monitor hasmore number of pixelsto cover with
each siweep. Actualy, the support for agivenrefresh rate requirestwo things: avideo
card capable of producing video images that many times per second, and amonitor
capable of handling and displaying the same number of signalsper second.

Every monitor asapart of its specification should includealist of resolutionsit
supportsand themaximumrefreshratefor each resolution. Many video cardsnow include
setup utilitiesthat are pre-programmed with informetion about different monitors. When
you select amonitor, the video card automatically adjuststhe resolutionsand their
respective allowablerefresh rates. Windows 95 and later versionsextendsthisfacility
by supporting Plug and Play for monitors, you plug the monitor in and Windowswill
detect it, set the correct display typeand automatically choosetheoptimd refreshrate.

Some monitors use a technique called interlacing to cheat a bit and allow
themselvesto display at a higher resolution than is otherwise possible. Instead of
refreshing every line of the screen, whenin aninterlaced modetheelectron guns sweep



aternatelinesoneach pass. Inthefirg pass, odd-numbered linesarerefreshed and in
the second pass, even-numbered linesarerefreshed. Thisalowstherefreshrateto be
doubled because only half the screenisredrawn at atime. The usual refreshrrate for
interlaced operationis87 Hz, which correspondsto 43.5 Hz of ‘redl’ refreshin half-
screeninterlacing. Figure 1.1 shows aschematic diagram of aninterlaced raster scan.

\ Horizontal

retrace

00 ~NO U1h WN

Vertical retrace

Fig. 1.1 Schematic Diagram of Interlaced Raster Scan

Figure 1.1, the odd-numbered lines represent the scanning of one half of the
screen and the even-numbered lines representsthe scanning of the other half. There
aretwo separate setsof horizontal and vertical retraces.

Cathode Ray Tube or CRT

A CRT isavacuumtube containing an electron gun and afluores cent screento view
images. Itissimilar to abig vacuumglassbottle. It containsthree electron gunsthat
radiates afocussed beam of eectrons, deflection gpparatus(magnetic or electrodatic),
which deflectsthese beams both up and down and sidewise and a phosphor-coated
screen uponwhichthese beamsimpinge. Thevacuumisnecessary to let those dectron
beamstravel acrossthe tubewithout running into the air moleculesthat could either
absorb or scatter them.

The primary component in an electron gun isacathode (negatively charged)
that isencapsulated by ametal cylinder known asthe control grid. A heating element
inside the cathode causes the cathodeto be heated up as current ispassed. Asaresult
electrons *boil-off’ fromthe hot cathode surface. These electronsare accelerated
towardsthe CRT screen by ahigh postive voltage applied near the screen or by an
acceerating anode. I f dlowed to continue uninterrupted, the neturaly diverging eectrons
would smply flood the entire screen. Thecloud of eectronsisforcedto convergeto
asmall spot asit touchesthe CRT screen by afocussing system using an electrostatic
or magneticfield. Just asan optical lensfocusesabeam of light at a particular focal
distance, apositively charged metal cylinder focusesthe eectron beam passing through
it onthe center of the CRT screen. A pair of magnetic deflection coilsmounted outside
the CRT envelope deflects the concentrated electron beamto convergeat different
pointson the screen inthe process of scanning. Horizontal deflectionis obtained by
one pair of coilsand vertical deflectionby the other pair. The deflection amount is
controlled by adjusting the current passing through the coils. Whenthe electron beam
is deflected away from the center of the screen, the point of convergencetendsto fall
behind the screen resulting in blurred (defocussed) display near the screen edges. In
high-end display devices, this problemisediminated by amechanismwhich dynamically
adjuststhebeamfocus at different pointsonthe screen. Figure 1.2 showsthe diagram
of aCRT raster scan display device.
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and a thuorexent screen to
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Fig. 1.2 Schematic Diagram of a Raster Scan CRT

When theelectron beam converges onto apoint onthe phosphor-coated face
of the CRT screen, the phosphor dots absorb some of the kinetic energy fromthe
electrons. This causesthe electronsin the phosphor atomsto jump to higher energy
orhits. After ashort time, these excited electrons drop back to their earlier stable
date, releasingtheir extraenergy asasmall quantum of light energy. Aslong asthese
excited electrons return back to their stable state, phosphor continues to glow
(phosphorescence) but gradualy, it losesbrightness. The time between theremoval of
excitation and the moment when phosphorescence hasdecayed to ten per cent of the
initial brightnessistermed as persistence of phosphor. The brightness of the light
emitted by phosphor depends on theintensity with which the electron beam (number
of electrons) strikes the phosphor. The intensity of the beam can be regulated by
applying measured negative voltage at thecontrol grid. Corresponding to azero value
intheframe buffer ahigh negative voltageisappliedinthecontrol grid, whichinturn
shuts off the electron beam by repelling the eectrons and stopping them from coming
out of the gun and hitting the screen. The corresponding points onthe screenremain
black. Similarly, abright white spot can be created at aparticular point by minimizing
the negative voltageat the control grid of the three electron gunswhen the respective
electron beamsaredirected to that point by the deflection mechanism.

Apart fromthe brightness, the size of theilluminated spot created onthe screen
variesdirectly withtheintensity of the electron beam. Asthe intensity or number of
electronsinthe beam increases, the beam diameter and spot sizeincreases. Also, the
highly excited bright phosphor dotstendsto spread the excitation to the neighbouring
dots, thereby further increasing the spot size. Therefore, the total number of
diginguishable spots(pixels) that can be created on the screen dependson theindividud
spot size. Thelower the spot size, the higher theimage resolution.

Inamonochrome CRT, thereisonly one electron gun, whereasinacolor CRT
there are three electron guns each controlling the display of red, greenand bluelight
respectively. Unlike the screen of amonochrome CRT, which hasauniform coating of
phosphor, the color CRT hasthree color-phosphor dots (dot triad) —red, green and
blue—at each point onthe screen surface. Whenthered dot isstruck by the electron
beam, emitsred light, the green dot emitsgreenlight and the blue dot emitsbluelight.
Eachtriadisarranged inatriangular pattern, asarethethree electron guns. The beam
deflection arrangement allowsall the three beamsto be deflected at the sametimeto
form araster scan pattern. There are separate video streams for each RGB (Red,
Green and Blue) color component which drive the electron gunsto create different
intensitiesof RGB colorsat each point onthe screen. To ensurethat the electron beam



emitted from individual electron guns strikes only the correct phosphor dots
(for example, the electron gun for red color excites only the red phosphor dot), a
shadow mask isused just before the phosphor screen. Themask isafinemetal sheet
with aregular array of holes punchedinit. The mask isso aligned that asthe set of
three beams sweeps across the shadow mask they converge and intersect at the holes
and then hits the correct phosphor dot; the beams are prevented or masked from
intersecting other two dots of thetriad. Thus, different intengties can be set for each
dot inatriad and asmall color spot isproduced onthe screen asaresult. Figure 1.3
diagrammatically explainsthis concept.

Electron guns
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Fig. 1.3 Electron Beams Passing through a Shadow Mask

Anadternativeway to accomplish themasking functionisalso adopted by some
CRTs. Instead of ashadow mask, they use anaperturegrill. Inthissystem, themetal
meshisreplaced by hundreds of finemeta stripsthat run vertically fromthetop of the
screento thebottom. Inthese CRTS, theéectron gunsare placed sde-by-side (not in
atriangular fashion). The gaps between themetal wiresallow thethree electron beams
to illuminate the adjacent columns of the colored phosphor which are arranged in
aternating stripesof red, green and blue. Thisconfiguration allowsthe phosphor stripes
to be placed closer together than conventional dot triads. Thefinevertical wiresblock
less of the electron beamthan ordinary shadow masks, resulting inbrighter and sharper
image. Thisdesignismost commonin Sony’s popular Trinitron. Trinitron monitors
arecurved only inthe horizontal planebut areflat verticaly.

For TV setsand monitorsthe diagond dimensionisstated asthesize. The edge
of the picture tube is covered by the case, the actual viewable portion of the tube
diagonally measuring only 19 inches. For standard monitors, the height isabout three-
fourth of thewidth. For a 19 inch monitor theimage width will be 15 inchesand the
height will be 11inches.

Bit Planes, Color Depth and Color Palette

The appearance and color of apixel of animageisaresult of intersection of three
primary colors(red, green and blue) at different intengties. When theintensitiesof all
three electron beamsare set to the highest level (causing each dot of atriad to glow
withmaximum intensity), theresult isawhite pixel; when al are set to zero, the pixd is
black. Similarly, for many different combinationsof intermediateintensty levels, severd
million color pixelsare generated. For amono monitor using asingle eectrongun, the
phosphor material can glow with varied intensities depending on theintensity of the
electron beam. Asaresult apixel can be black (zero intensity) or white (maximum
intengity) or havedifferent shades of gray.
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The number of discreteintengitiesthat the video card iscapable of generating
for each primary color determinesthe number of different colorsthat can be displayed.
Thenumber of memory bitsrequired to store color information (intensity valuesfor al
three primary color components) about apixel iscalled color depth or bit depth. A
minimum of one memory bit (color depth = 1) isrequired to store intensity value,
either Oor 1 for every screen point or pixe. Corresponding to the intensity value O or
1, apixel canbe black or whiterespectively. So, if there aren pixelsinanimage, a
total of nbitsof memory used for storing intensity valueswill result inapure black and
whiteimage. Theblock of memory which stores (or is mapped with) bilevel intensity
valuesfor each pixel of afull-screen pureblack and whiteimageiscaled abit plane
or bitmap. Figure 1.4 diagrammatically explain thisconcept when the bit depth = 1.
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Single bit plane CRT raster

Fig. 1.4 Pixel llluminated by a Sngle (-) Bit Plane

For bit depth=1, apixd isilluminated (white) if intenstyvaluelisstored inthe
corresponding memory addressin the frame buffer.

Color or gray levels can be achieved in the display using additional bit planes.
First consider asingle bit plane—aplanar array of bits, with one bit for each screen
pixel. Thisplaneisreplicated asmany timesasthereare bitsper pixel, placing each bit
plane behind its predecessor. Hence, the result for n-bitsper pixel (color depth=n)is
acollection of n hit planesthat allows specifying any oneof 2" colorsor gray shades
at every pixel. Thisisexplainedin Figure 1.5.
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For bit depth=n, n number of bit planes are used; each bit plane contribute to
the gray shade of apixel

The more the number of bits used per pixel, the finer the color detail of the
image. However, increased color depthsnot only requiresignificantly more memory



for storage, but also more data for the video card to process, which reduces the
alowablerefreshrate.

Table 1.2 showsthegenerd color depths.
Table 1.2 Common Color Depthsused in PCs

Color Number of Bytes of Storage Common Namefor
Depth Displayed Colors Per Pixel Color Depth
4-Bit 16 0.5 Standard VGA
8-Bit 256 1.0 256-Color Mode
16-Bit 65,536 2.0 High Color
24-Bit 16,777,216 3.0 True Color

For True color threebytesof information are used, one each for red, blue and
greensignasthat comprise apixel. A byte can hold upto 256 different valuesand so,
256 voltage settingsare possiblefor each electron gun which meansthat each primary
color can have 256 intengties, allowing morethan 16 million (256 x 256 x 256) color
possihilities. Thisfacilitatesin presenting avery redlistic representation of theimeages,
without necessitating any color compromise. Infact, 16 million colorsismorethanthe
human eye can discern. True color isanecessity for those doing high quality photo
editing, graphical design, etc. Figure 1.6 showsthethree 8-bit planesthat areused to
gorecolorsof apixel.
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Fig. 1.6 8-Bit Planesfor the Color of a Pixel

For bit depth = 24 (true color display), 8 bit planes used for storing each
primary color component of the color value of apixel.

For High color two bytesof information areused to storetheintensity values
for dl threecolors. Thisisdoneby dividing 16 bitsinto three parts—5 bitsfor blue, 5
bitsfor red and 6 bitsfor green. Thisimplies32 (= 2°) intensitiesfor blue, 32 (= 2
for red and 64 (= 2°) for green. Thisreduced color precison resultsinalossof vishble
image quality, but one cannot easily seethe difference between true color and high
color image. However, high color is often used instead of true color because high
color requires 33 per cent (or in some cases 50 per cent) in some casesless memory
and also becauseimage generation isfaster.

In 256-color mode, the PC usesonly 8 bits; thismeans something like 2 bits
for blueand 3 each for green and red . There are chancesthat most of the colorsof a
given picturearenot available and choosing between only 4 (= 22) or 8 (= 2°) different
valuesfor each primary color would produce arather blocky or grainy look of the
displayed image. To resolvethis problem apalette or look-up tableisused.
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Frame buffer: The video
memory (RAM) that is used
to hold or map the image
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A paletteisaseparate memory block (in addition to the 8 bit planes) created
containing 256 different colors. Theintengity valuesstored therein arenot constrained
withintherangeof Oto 3 for blueand Oto 7 eachfor green and red. Rather, each color
Isdefined using the sandard 3-byte color definitionthat isused intrue color. Thus, the
intensity vauesfor each of thethree primary color component can be anything between
0 and 255 in each of the table entries. Upon reading the bit planes, the resulting
number instead of directly specifying thepixe color, isused asapointer to the 3-byte
color vaueentry inthelook-up table. For example, if the color number, read fromthe
bit-planesis 10 for a given pixel, then the intensities of red, green and blue to be
displayed for that pixel will befoundinthetenth entry of thetable (seeFigure 1.7). So
thefull range of true colorscan be accessed, but only 256 of theavailable 16 million
colorscan beused at atime.

x-bit LUT
2" rows (color value entries)

n-bit register

Frame .1 nl:l
buffer 4
n-bit plane
110] 0 1 DAC

5

n = o

w

Fig. 1.7 n-Bit Register Containing Pixel Intensity Value

Then-bit register holdsthe row number of the look-up table; the particular row
pointed containsthe actua pixel intensity value which isax-bit number (x>n)

The palette is an excellent compromise at the cost of moderate increase in
memory: it allowsonly 8 bitsof the frame buffer to be used to specify each color inan
image and allowsthe creator of theimage to decidewhat the 256 colorsin theimage
should be. Becausethe palette can bereloaded any time withadifferent combination
of 256 colors(out of 16 million) without changing theframe buffer values. Sincevirtualy
no image containan even distribution of colors, thisalowsfor moreprecisoninan
image by using more colorsthan would be possible by assigning each pixel a 2-bit
value for blueand a 3-bit value each for green and red. For example, animage of the
sky with clouds (like the Windows 95 standard background) would have different
shades of blue, white and gray and virtualy no red, green or yellow and their like.

256-color isthe standard for much of the computing becausethe higher-precison
color modesrequire more resource (especially video memory) and arenot supported
by many PCs. Despite the ahility to *hand pick’ the 256 colors, this mode produces
noticeably worseimage quality than high color.

Frame Buffer and Output Circuitry

Inthe early days of PCs, theamount of information displayed wasless. A screen of
monochrometext, for example, needs only about 2 KB of memory space. Special
parts of the Upper Memory Area (UMA) were dedicated to hold video data. Asthe
need for video memory increased into the megabyte range, it made more senseto put
the memory onthevideo carditsdlf. Infact, to preservetheexiging PC design limitations,
it was necessary astherewassmply no more spaceinthe UMA to hold bigger screen
images. Theframebuffer isthevideo memory (RAM) that isused to hold or map the
image displayed on the screen. The amount of memory required to hold theimage



depends primarily ontheresolution of the screenimage and aso the color depth used

Multimediain Use

per pixel. Theformulato calculate how much video memory isrequired at agiven and Technology
resolution and bit depthisquitesmple:
Memory in MB = (X resolution x Y resolution x Bits-per-pixel)/(8 x 1024 x
NOTES

1024)

Practically, you need more memory than this formulacan compute. One mgjor
reasonisthat video cardsareavailableonly in certain memory configurations (interms
of whole megabytes). For example, you cannot order acard with 1.7 MB of memory;
you haveto useastandard 2MB card availableinthe market. Another reasonisthat
many video cards, especialy high end accelerators and 3D cards, use memory for
computation aswell asfor the frame buffer. Thus, they need much more memory than
isrequired to hold the screenimage.

Table 1.3 shows, in binary megabytes, theamount of memory required for the
frame buffer for each common combination of screen resolution and color depth. The
smallest industry standard video memory configuration required to support the
combinationisshowninthe parentheses.

Table 1.3 Video Memory Configurations

Resolution 4 Bits 8 Bits 16 Bits 24 Bits 32 Bits
320 x 200 0.03 (256 KB) 0.06 (256 KB) 0.12 (256 KB) 0.18 (256 KB) -
640 x 480 0.15 (256 KB) 0.29 (512 KB) 0.59 (1 MB) 0.88 (1 MB) 1.17 (2 MB)
800 x 600 0.46 (512 KB) 0.92 (1 MB) 1.37 (2MB) 1.83 (2 MB)
1024 x 768 0.75 (1 MB) 1.50 (2 MB) 2.25 (4 MB) 3.00 (4 MB)
1280 x 1024 1.25 (2 MB) 2.50 (4 MB) 3.75 (4 MB) 5.00 (6 MB)
1600 x 1200 1.83 (2 MB) 3.66 (4 MB) 5.49 (6 MB) 7.32 (8 MB)

Some motherboard designsintegrate the video chipset into the motherboard
itself and use apart of the syssem RAM for theframe buffer. Thisis called unified
memory architecture. Thisisdonefor cost saving. Theresult isalmost much lower
video performance, because in order to use higher resolutionsand refresh rates, the
video memory needsto have much higher performancethanthe RAM that isnormally
used for the system. Thisisalso the reasonwhy video card memory isso expensive as
compared to regular system RAM.

In order to meet the increasing demand for faster and dedicated video memory
a acomparableprice, atechnology introduced by Inte isfast becoming anew standard.
It iscalled the Accelerated GraphicsPort or (AGP). The AGP alowsthe video
processor to accessthe sysemmemory for graphics calculations, but kegpsadedicated
video memory for the frame buffer. Thisismore efficient becausethe syssemmemory
can be shared dynamically between the system processor and the video processor,
depending on the needs of the system. However, it should beremembered that AGP
isconsidered to be aport —adedicated interface between the video chipset and the
System processor.

The display adapter circuitry on the video card or motherboard, in araster
graphics system, typically employs a special purpose processor called Display
Processor or GraphicsController or Display Coprocessor whichisconnected as
an1/O peripherd to the CPU. Such processors assist the CPU in scan-convertingthe
output primitives (line, circle, arc etc.) into bitmapsin frame buffer and also perform
raster operations of moving, copying and modifying pixels or block of pixels. The
output circuitry also includesanother specialised hardware called Video Controller
which actualy drivesthe CRT and producesthe display onthe screen.

Self-Instructional Material 17



Multimediain Use

Themonitor isconnected to the display adapter circuitry through acablewith
and Technology

15-pin connectors. Inside the cable are three analog signals carrying brightness
information, parallel for the three color components of each pixel. The cable also
containstwo digital sgnal linesfor vertical and horizontal drive Sgnalsand threedigital
sgnal lineswhich carry specific information about the monitor to the display adapter.

Thevideo controller inthe output circuitry generatesthe horizontd and vertica
drive signals so that the monitor can sweep its beam acrossthe screen during raster
scan. Memory reference addresses are generated in synchronization with the raster
scan and the contents of the memory, are used to control the CRT beam intengity or
color. Tworegisters(X register andY regiser) areused to store the coordinatesof the
screen pixels. Assume that the y values of the adjacent scan linesincrease by 1, in
upward directionstarting from O at the bottom of thescreentoy_ . at thetop. Along
each scanlinethe screen pixel positions, or x valuesare incremented by 1 from O at
the leftmost positiontox_, a therightmost position. Theoriginisat thelower left
corner of thescreen, asisnormal in a standard Cartesian coordinate system. At the
start of arefresh cycle, the X registerisset to OandtheY register issettoy . This(x,
y) addressistrandated into amemory address of frame buffer wherethe color value
for thispixd postionisstored. Thecontroller retrievesthiscolor value (abinary number)
fromtheframe buffer, breaksit up into three partsand sendseach part to aseparate
Digita-To-Analog Converter (DAC). After conversion, the DAC putsthe proportional
analog voltage sgnason the three analog output wires going to the monitor. These
voltagesinturn, control theintensity of the three electron beamsthat are focussed at
the (x,y) screenposition by the horizontal and vertical drive signals.

This process is repeated for each pixel along the top scan line, each time
incrementing the X register by 1. Asthe pixelsonthefirst scanlineare generated, the
X register isincremented through x . Then, the X register isreset to 0 and the Y
register isdecremented by 1 to accessthe next scanline. Pixelsalong thisscan lineare
then processed and the procedure isrepeated for each successive scanline until the
pixels on the last scan line (y = 0) are generated. However, for a display system
employing acolor look-up table, the framebuffer valueisnot directly used to control
the CRT beamintensity. It isused asanindex to find the true pixel-color valuefromthe
look-up table. Thislook-up operationisdonefor each pixel oneach display cycle.
Figure 1.8 showsthe general setup/architecture of araster digplay system.
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Fig. 1.8 General Architecture of a Raster Display System
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Asthetimeavailableto display or refreshasinglepixel inthe screenistoo less
(few nanoseconds), accessing the frame buffer every timefor reading each pixd intengity
vauewould consume moretimethan what isallowed. Therefore, multiple adjacent
pixel vauesarefetched to theframe buffer inasingle accessand stored inaregister.
After every dlowabletime gap (asdictated by the refresh rate and resolution), one
pixel vaueis shifted out fromtheregister to control the beam intensity for that pixel.
This procedureisrepeated with the next block of pixelsand so on. Thusthewhole
group of pixelswill be processed. Thisprocedure hasbeenillustrationin Figurel.9.
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Fig. 1.9 Logical Operations of the Video Controller

Random Scan Display

Thereare basically two types of CRT’s— Raster Scan type and Random Scan type.
Themaindifferencebetween thetwo isthe techniqguewithwhich theimageisgenerated
onthe phosphor coated CRT screen. Inraster scan method, theelectron beam sweeps
the entire screeninthe same way asyou would write afull pagetext in anotebook,
word by word, character by character, from left to right and from top to bottom.
Whereas, inrandom scantechnique, theelectron beam s directed straightway to the
particular point(s) of the screen wheretheimageisto be produced. It generatesthe
image by drawing aset of random straight linesmuchin the same way one might move
apencil over apiece of paper to draw an image— drawing strokesfromone point to
another, onelineat atime. Thisiswhy thistechniqueisaso referred asvector draming
or strokewriting or calligraphic display. Figure 1.10 (a-d) explainthe random scan
display technique.

(a) (b) (c) (d)

Fig. 1.10 Drawing a Triangle on a Random Scan Display

Thereareof course no bit planescontaining the mapped pixel valuesinavector
system. Instead, the display buffer memory storesa set of line drawing commands
along with theend point coordinatesin adisplay list or a display programcreated by
agraphics package. The Display Processing Unit (DPU) executes each command
during every refresh cycle and feedsthe vector generator with digital x, y and DX,
Dy vaues. The vector generator convertsthe digital signalsinto equivalent analog
deflection voltages. Thiscausesthe electron beamto moveto the sart point or from
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the start point to the end point of aline or vector. Thus, the beam sweep does not
follow any fixed pattern; thedirectionisarbitrary, asdictated by the display commands.
When the beam focus must be moved from the end of one stroke to the beginning of
the other, the beamintensity isset to 0.

Though thevector-drawn imageslack in depth and real —like color precision,
therandom displayscanwork at higher resolutionsthantheragter displays Theimages
are sharp and have smooth edges unlikethe jagged edgesand linesonraster displays.

Direct View Storage Tube

Direct View Storage Tube (DV ST) israrely used today asapart of adisplay system.
However, DV ST marksasignificant technological changein the usual refresh type
display. Both inthe raster scan and random scan system, the screenimage ismaintained
(flicker free) by redrawing or refreshing the screen many times per second by cycling
through the picture data stored in the refresh buffer. In DV ST thereisno refresh
buffer; theimagesare created by drawing vectorsor line segmentswith ardatively
sow-moving electron beams. These beams are designed not to draw directly on
phosphor but on afinewire mesh (called storage mesh) coated with dielectric and
mounted just behind the screen. A pattern of positive chargeis deposited on the grid
and this patternistransferred to the phosphor coated screen by acontinuousflood of
electronsemanating from aseparate flood gun (see Figure 1.11).

Flood electrons

Flood gun
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Fig. 1.11 Schematic Diagram of a DVST

Just behind thestorage mesh, isasecond grid, the collector, whosemain purpose
isto smooth out theflow of flood electrons. These eectrons passthrough the collector
at alow velocity and are attracted to the positively charged portions of the storage
mesh but repelled by therest. The electronsthat are not repelled by the storage mesh
passright throughit and strike the phosphor.

Toincreasetheenergy of these dow moving dectron and createabright picture,
the screenismaintained at ahigh postive potentidl.

Thedoragetuberetanstheimage generated until it iserased. Thus, no refreshing
isnecessary, and theimageisabsolutely flicker free.

A mgjor disadvantage of DV ST istheinteractive computer graphicsinability to
selectively erase parts of animagefromthe screen. To erase aline segment fromthe
displayed image, one hasto first erase the complete image and then redraw it by
omitting that line segment. However, DV ST supportsvery highresolutionwhichis
good for digplaying complex images.



Flat Panel Display

To satisfy the need of acompact portable monitor, modern technology has gifted us
with LCD pand, Plasmadisplay panel, LED panel and thin CRT. These display devices
aresmaller, lighter and specifically thinner than the conventional CRT and arethus
termed asFlat Panel Display (FPD). FPD ingenerd, and LCD panelsin particular,
are most suitable for laptop (notebook) computers but are expensiveto produce.
Though the hardware prices are coming down sharply, the cost of the LCD or Plasma
monitors are ill too high to compete with CRT monitorsin desktop applications.
However, thethin CRT is comparatively economical. To produceathin CRT thetube
length of a normal CRT isreduced by bending it inthemiddie. The deflection apparatus
ismodified so that electron beams can be bend through 90 degreesto focuson the
screen and at the same time can be steered up and down and across the screen.
Figure 1.12 digplaystheinteriors of athin CRT monitor.

Phosphor coated
Electric or magnetic screen

deflectors

Shadow mask or
aperture grill

Electron guns for red, green &
blue electron beams

Fig. 1.12 Thin CRT
Liquid crystal Display or LCD

To understand the fundamenta operation of asimple LCD, amodel isshowninthe
Figure 1.13. LCD badcally consists of alayer of liquid crystal, sandwiched between
two polarizing plates. The polarizers are aligned perpendicular to each other (one
vertica and theother horizontal), so that the light incident on thefirst polarizer will be
blocked by thesecond. Thisisbecause apolarizer plate only passes photons (quanta
of light) withther electric fieldsthat are aligned parallel to the polarizing direction of
that plate.

TheLCD isaflat panel display that usesthe light modulating properties of
liquid crystals. displaysare addressed inamatrix fashion. Rows of matrix are defined
by athin layer of horizontal transparent conductors, while columnsare defined by
another thinlayer of vertical transparent conductors; the layersare placed between
the LCD layer and therespective polarizer plate. Theintersection of thetwo conductors
definesapixel position. Thismeansthat anindividual LCD element isrequired for
each display pixel, unlikea CRT which may have severa dot triadsfor each pixel.

Theliquid crystal materia ismadeup of long rod-shaped crystaline molecules
containing cyanobiphenyl units. Theindividua polar moleculesin anematic (spird) LC
layer are normaly arranged in aspiral fashion such that the direction of polarization of
polarized light passing throughit isrotated by 90 degrees. Light fromaninternal source
(backlight) entersthe first polarizer (say horizontal) and is polarized accordingly
(horizontaly). Asthelight passesthroughthe L C layer it istwisted 90 degrees(to aign
withthevertical) so that it isallowed to passthrough the rear polarizer (vertical) and
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then reflect from the reflector behind the rear polarizer. The reflected light when
reach the viewers eye travelling in the reverse direction, the LCD appears bright
(seeFigure1.13).

Polarizing filter Alignment layers of Voltage
(Horizontal) liquid crystal fluid
Light

Polarizing filter
(Vertical)
(a) ‘'On’ state of LCD (a) Off’ state of LCD

Fig. 1.13 Satesof on LCD

When anelectric current passesthroughthe LCD layer, thecrystalline molecules
alignthemsalves parallel to the direction of light and thus, have no polarizing effect.
Thelight entering through the front polarizer isnot alowed to passthroughtherear
polarizer dueto themismatch of the polarizationdirection. Theresult is zero reflection
of light and the LCD appearsblack.

Inacolor LCD, thereare layersof threeliquid crystal panels, one on top of
another. Each oneisfilled withacolored (red, greenor blue) liquid crysta. Eachone
hasitsown set of horizontal and vertical conductors. Eachlayer absorbsan adjustable
portion of just one color of thelight passing throughit. Thisissimilar to how color
images are printed. The principal advantage of thisdesignisthat it helps create as
many screen pixelsasintersections, thus making higher-resolution LCD pandspossible,
Inthetrue sense, each pixel comprises three color cellsor sub-pixel elements.

Theimage painting operationin LCD panelsisadifferent fromthat of the CRT
though both are of raster scantype. Inasimple LCD panel, an entireline of screen
pixelsisilluminated at onetime. Then, the next lineand so on, till the entire screen
imageiscompleted. Picture definitionsare stored in arefresh buffer and the screenis
refreshed typically at the rate of 60 frames per second. Once set, the screen pixels
stay at fixed brightnessuntil they arereset. Thetimerequired to set the brightnessof a
pixel ishighascompared to that of the CRT. Thisiswhy LCD panel pixelscannot be
turned onor off anywherenear therate at which pixelsare painted onaCRT screen.
Except the high quality Active M atrix L CD panéels, others havetrouble displaying
movies, which require quick refreshing.

Plasma Panel

Here alayer of gas (usualy neon) is sandwiched between two glass plates. Thin
vertical (column) stripsof conductor runacross one plate, whilethe horizontal (row)
conductorsrun up and down the other plate. By applying high voltageto a pair of
horizontal and vertical conductors, asmall section of the gas (tiny neon bulb) at the
intersection of the conductorsbreaks downinto aglowing plasmaof electronsand
ions. Thus, inthe array of gasbulbs, each one canbe set to an‘on’ (glowing) sate or
‘off’ gate by adjusting the voltagesin the appropriate pair of conductors. Once set
‘on’, thebulbsremaininthat state until explicitly made* off’ by momentarily reducing
the voltage applied to the pair of conductors. Hence no refreshing is necessary.



Because of itsexcellent brightness, contrast and scalability to larger sizes, the
plasmapane isattractive. Researchesare on to eiminate the color-display limitation
of such deviceat low production cost.

Input Devices

Variousdevicesareavailablefor datainput to genera purpose computer sysemswith
graphic capabilitiesor sophisticated workstations designed for graphics applications.
Among these devices are graphic tablets, light pens, joysticks, touch panels, data
gloves, image scanner, trackballs, digitizer, voice systems, the common apha-numeric
keyboard and mouse. Thefollowing sectionsdiscuss the basic functiond characteristics
and application of these devices.

1. Keyboard

Using akeyboard, a person can type adocument, use keystroke shortcuts, access
menus, play gamesand perform avariety of other tasks. Though keyboards can have
different keysdepending onthe manufacturer, the operating syssemthey are designed
for and whether they are attached to adesktop computer or part of alaptop, still,
most keyboards have between 80 and 110 keys, including the following:

e Typing keys (lettersAto Z, ato z, characterslike<, ?+ = etc).

e A numeric keypad (numbers0to 9, characterslike! @# () etc).

e Functionkeys(F1to F12).

e Control keys(Ctrl, Alt, Del, Pg Up, Pg Dn, Home, End, Esc, §¥, Fn, arrow
keysetc).
Functionkeysalow usersto enter frequently used operationsinasinglekeystroke.

Control keysallow cursor and screen control. Displayed objectsand menus can be
selected using Control keys.

A keyboardisalot likeaminiature compuiter. It hasitsown processor, circuitry
(key matrix) and a ROM storing the character map. It uses a variety of switch
technology.

Though thebasic working technology is same, there are design variationsto
make the keyboardseasier and safer to use, versatile and elegant. Some of the non-
traditiona keyboardsare Daskeyboard, Virtual Laser keyboard, True-touch Roll-up
keyboard, lon llluminated keyboard, Wirelesskeyboard (see Figure 1.14) etc.

Fig. 1.14 Microsoft Wreless Keyboard
2. Mouse

A mouseisbasically ahandheld pointing device, designed to sit under one hand of the
user and to detect the movement that isrelative to itstwo-dimensional supporting
surface. It hasbecome aninseparable part of acomputer system just likethekeyboard.
There isacursor in the shape of an arrow or cross-hair always associated with a
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mouse. You usethe mousewhenever youwant to movethe cursor or activate something
or drag and drop or resize some object on display. Drawing or designing figuresand
shapes using graphic application packageslike AutoCAD, Photoshop, CorelDraw,
Paint etc. isdmost impossible without the mouse.

Themouse's2D motion typicaly trandatesinto the motion of apointer ona
display. Inamechanical mouse aball—oller assembly isused; oneroller used for
detectingthe X direction motion and theother for detecting the'Y direction motion. An
optical mouse usesLED and photodiodes (or optoelectronic sensors) to detect the
movement of the underlying surface, rather than moving some of its partsasin a
mechanical mouse. Modern laser mouse usesasmall laser instead of aLED. Figure
1.15 showsawirelessmouse.

Fig. 1.15 Microsoft’s Two-button Wireless Mouse

A mouse may have one, two or three buttonson the top. Usudly clicking the
primary or leftmost button will select items or pick screen-pointsand clicking the
secondary or rightmost button will bring up amenu of alternative actions applicableto
the selected itemor specific to the context. Extrabuttonsor featuresareincludedin
the mouseto add more control or dimensiona input.

Trackball

A trackball isa pointing device consisting of aball housed in a socket containing
sensorsto detect the rotation of the ball on two axes—like an upside-down mouse
with an exposed protruding ball (see Figure 1.16). The user rollstheball with their
thumb, fingersor the palm of their hand to movethe cursor. A potentiometer captures
thetrackball orientationwhichis calibrated withthetrandation of thecursor on screen.
Tracker balls are common on CAD workstations for ease of use and, before the
advent of thetouchpad, on portable computers, where there may be no desk space
onwhichto useamouse.

Fig. 1.16 A Logitech Trackball

Joystick

A joystick isused asapersona computer periphera or general control device consisting
of ahandheld stick that pivots about the base and steersthe screen cursor around



(seeFigurel1.17). Mogt joysticksaretwo-dimensiond, having two axesof movement
(smilar to amouse), but three-dimensional joysticks do exist. A joystick isgeneraly
configured so that by moving thestick to theleft or right signals movement along the
X-axis, and moving it forward (up) or back (down) signals movement dongtheY-
axis. Injoysticksthat are configured for three-dimensional movement, twisting the
stick left (counter-clockwise) or right (clockwise) sgnals movement dong the Z-axis.
In conventiond joysticks, potentiometersor variableresstorsare used to dynamically
detect the location of the stick and springs are there to return the stick to center
postion asit isreleased.

Fig. 1.17 The Flighterstick, a Modern Programmable USB Joystick

Inmany joysticks, optical sensorsare used instead of analog potentiometer to
read the stick movement digitally. Oneof the biggest additionsto theworld of joysticks
isforcefeedback technology. On using aforce feedback (also called haptic feedback)
joygtick, if you are shooting amachine gun in anaction game, the stick would vibrate
inyour handsor, if you crashed your planeinaflight smulator, the stick would push
back suddenly which meansthe stick movesin conjunction with, onscreen actions.

Joysticksare often used to control gamesand usually have one or more push-
buttons whose state can also be read by the computer. Most 1/0 interface cards for
PCshaveajoystick (game control) port. Joystickswere popular throughout the mid-
1990sfor playing games and flight-smulators, although their use hasdeclined withthe
promotion of themouse and keyboard.

3. Digitizer and Graphics Tablet

A digitizer islocator device used for drawing, painting or interactively selecting
coordinate postionson an object. Graphicstablet isone such digitizer that consists of
aflat surface uponwhichthe user may draw animage using an attached stylus, apen-
like drawing apparatus (see Figure 1.18). Theimage generaly does not appear onthe
tablet itsdf, rather, it isdisplayed onthe computer monitor.

Fig. 1.18 A Tablet with Hand Cursor

Multimediain Use
and Technology

NOTES

Digitizer: Locator device
used for drawing, painting
or interactively selecting
coordinate positions on an
object

Self-Instructional Material 25



Multimediain Use
and Technology

NOTES

26 Sdf-Ingtructional Material

Thefirst graphicstablet resembling contemporary tabletswasthe RAND Tablet,
adso knownasthe Grafacon (for Grgphic Converter), which anemployed an orthogond
grid of wiresunder the surface of the pad. When pressureis applied to apoint onthe
tablet using a stylus, the horizontal wire and vertical wire associated with the
corresponding grid point meet each other, causing an electric current to flow into each
of thesewires. Since an electric current isonly present in thetwo wiresthat meet, a
unique coordinatefor the stylus can beretrieved. The coordinatereturned are tablet
coordinateswhichare converted to user or screen coordinates by animaging software.
Evenif it doesnot touch thetablet, the proximity of the stylusto thetablet surface can
also be sensed by virtue of aweak magnetic field projected approximately oneinch
fromthetablet surface. It isimportant to notethat unlikethe RAND Tablet, modern
tablets do not require electronicsin a stylus. Any tool that provides an accurate
‘point’, may beused with the pad. I n some tablets multiple button hand-cursor isused
instead of astylus. Graphicstabletsareavailablein varioussizesand priceranges, A6-
Szed tabletsbeing relatively inexpensve and A 3-sized tablets being far more expensve.

Moderntablets usually connect to the computer viaaUSB interface. Because
of their stylus-based interface and (in some cases) ability to detect pressure, tilt and
other attributes of the stylusanditsinteraction with thetablet, they arewidely used to
createtwo-dimensond computer graphics. Free-hand sketchesby anartist or drawing,
following an existing image on thetablet are useful while digitizing old engineering
drawing, electrical circuits, maps and toposheets for GIS. Indeed, many graphics
packages, such as Corel Painter, I nkscape, Photoshop, Pixel image editor, Studio
Artist, The GIMP are ableto make use of the pressure (and, in some cases, stylustilt)
information generated by atablet, by modifying attributes such asbrush size, opacity
and color. Threedimensional graphics canalso be created by a3D digitizer that uses
sonic or electromagnetic transmissions to record positions on areal object asthe
stylusmovesover itssurface.

4. Touch Panel

A touch panel isadisplay devicethat acceptsuser input by meansof atouch sendtive
screen. Theinput isgiven by touching the displayed buttons or menus or iconswith
thefinger. Inatypical optical touch panel, LEDsare mounted in adjacent edges (one
vertical and one horizontal). The oppositepair of adjacent edgescontain light detectors.
These detectorsinstantly identify which two orthogonal light beams emitted by the
LEDsareblocked by afinger or other pointing deviceand thereby recordsthe X and
Y coordinatesof the screen position touched for selection (see Hgure 1.19). However,
because of itspoor resolution the touch pand cannot be used for selecting very small
graphic objectsor accurate screen positions.

The other two types of touch panelsarelectrical (or capacitive) and acoustical
touch panel. In an electrical touch panel, two glass plates coated with appropriate
conductive and resstive materials are placed face-to-face, smilar to capacitor plates.
Touching apoint onthe display panel generatesforce which changesthe gap between
theplates. Thisinturn, causesachangein capacitance acrossthe platesthat isconverted
to coordinate values of the selected screen position. Inacoustic type, similar to the
light rays, sonic beams are generated fromthe horizontal and vertical edges of the
screen. The sonic beam is obstructed or reflected back by putting a finger in the
designed location on the screen. Fromthetime of travel of the beams, thelocation of
thefinger tip isdetermined.



Touch panels have gained wide acceptancein bank ATMs, video games and
railway or tourist information systems.

Fig. 1.19 Touch Panels

5. Light Pen

Alight pen isapointing device shaped likeapen and is connected to the computer.
Thetip of thelight pen contains alight-sensitive element (photoelectric cell) which,
when placed againgt the screen, detectsthelight fromthe screen enabling the computer
to identify thelocation of the pen onthe screen (see Figure 1.20). It dlowsthe user to
point to displayed objectsor draw onthe screen, inasimilar way to atouch screen but
with greater positional accuracy. A light pen can work with any CRT-based monitor,
but not with L CD screens, projectorsor other display devices.

Thelight penactualy worksby sensing the sudden small changein brightnessof
apoint on the screen when the electron gun refreshesthat spot. By noting exactly
wherethe scanning hasreached at that moment, the X and Y position of the pen can
be resolved. The pen position isupdated on every refresh of the screen.

Fig. 1.20 Light Pen

Light pensare popularly used to digitize maps, create engineering drawing or
storing sSignature or handwriting.

6. Data Glove

Thedaagloveisaninterface devicethat uses position tracking sensorsand fiber optic
strands running down each finger and connected to a compatible computer; the
movement of the hand and fingers are displayed live on the computer monitor which
in-turn allows the user to virtually touch an object displayed in the same monitor
(seeFigure 1.21). With the object animated it would appear that the user (wearing the
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dataglove) can pick up anobject and do thingswithit just ashewould do withared
object. In moderndataglove devices, tactile sensorsare used to providethe user with
an additional feeling of touch or the amount of pressure or force thefingersor hands
areexerting eventhough the user isnot actually touching anything. Thusdata, gloveis
an agent to trangport the user to virtua redlity.

Fig. 1.21 Data Glove

7. Voice System

Thevoice system or speech recognition systemis asophisticated input device that
acceptsvoiceor speech input fromthe user and transformsit to digital datathat can be
used to trigger graphic operations or enter data in specific fields. A dictionary is
established for aparticular operator (voice) by recording the frequency-patterns of
the voice commands (words spoken) and corresponding functionsto be performed
(seeFigure 1.22). Later, when avoice command isgiven by the same operator, the
system searches for afrequency-pattern match in the dictionary and if found, the
corresponding actionistriggered. If adifferent operator isto usethe system, thenthe
dictionary hasto be reestablished with the new operator’svoice patterns.

Fig. 1.22 Operator’s Speech Recording

8. Scanner

So far, somefundamental concept on how graphic imagesare generated and stored in
some of themost common and widely used display systemshave been discussed. Let
us briefly study a graphic device which directly copies images from a paper or
photograph and convertsit into the digital format for display, storage and graphic
manipulations. It isthe scanner. Traditionally, the design and publishing houses have
been the prime users of scanners, but the phenomenal growth of the I nternet has made
thescanner more popular even among the Web designers. Today, sScannersarebecoming
affordable toolsfor the graphic artistsand photographers.



There are basically three types of scanners—Drum, Flatbed and Sheetfed
scanners. Drumscanners are the high-end ones, whereas sheetfed scannersarethe
ordinary type. Hatbed scanners strike a balance between the two in quality aswell as
price. There are also handheld scanners or bar-code readerswhich are typically
used to scan documentsin stripsof about 4 incheswide by holding the scanner in one
hand and dliding it over the document.

! ' Glass scan-surface

m— . g -— '
(a) Scanner (b) Scan-surface in a scanner
Fig. 1.23 Flatbed Scanner
Flatbed Scanner

A flatbed scanner (Figure 1.23(a)) uses a light source, alens, a Charge Coupled
Device (CCD) array and oneor moreAnaog-To-Digitd Converters(ADCs) to collect
optical information about the object to be scanned and transformit to an imagefile. A
CCD isaminiature photometer that measuresincident light and convertsthat into an
analog voltage.

When you place an object onthe copyboard or glasssurface (Figure 1.23(b))
(likeacopier machine) and start scanning, thelight sourceilluminatesathin horizontal
srip of theobject caled araster line. Thus, when you scan animage, you scanoneline
at atime. During the exposure of each ragter line, the scanner carriage (opticd imaging
elements, whichisanetwork of lensesand mirrors) (Figure 1.24(a), (b)) ismechanically
moved over ashort distance usingamotor. Thelight reflected is captured by the CCD
array. Each CCD convertsthelight to an analog voltage and indicatesthe gray level
for onepixel. The analog voltageisthen converted into adigital value by anADC using
8, 10 or 12 hits per color.

Lens Glassbed

/ Paper l

Light

(a) Mirror and lens assembly (b) Scanning operation

in the scanner carriage
Fig. 1.24 The Scanner Carriage and the Corresponding Scanning Operation

The CCD elementsareall inarow, with one element for each pixel inaline
(seeFigure 1.24). If you have 300 CCD dements per inch acrossthe scanner, you
can have amaximum potential optical resolution of 300 pixelsper inch, also referred
to asdotsper inch (dpi).

Multimediain Use
and Technology

NOTES

Self-Instructional Material 29



Multimediain Use
and Technology

NOTES

30 Sdf-Ingtructional Material

There aretwo methods by which theincident whitelight is sensed by the CCD.
Thefirst involvesarapidly rotating light filter that individualy filtersthered, greenand
blue components of the reflected light which are sensed by a single CCD device.
Here, thecolor filter isfabricated into thechip directly. I nthe second method, aprismatic
beam splitter first splitsthe reflected whitelight and three CCDs are used to sensethe
red, green and bluelight beams.

Another imaging array technology that hasbecome popular ininexpensiveflatbed
scannersis Contact I mage Sensor (CIS). CIS replacesthe CCD array, mirrors,
filters, lamp and lenswith rowsof red, greenand blue L ight Emitting Diodes(LEDS).
Theimage sensor mechanism, congsting of 300 to 600 sensors spanning the width of
the scan area, is placed very closeto the glass plate that the document rests upon.
When theimageis scanned, the LEDscombineto providewhitelight. Theilluminated
image isthen captured by the row of sensors. CI S scannersare cheaper lighter and
thinner, but do not providethesameleve of quality and resolutionthat isfound in most
CCD scanners.

The output of ascanner isabitmap imagefile, usualy inaPCX or JPG format.
If you scan apage of text, it may be saved as an imagefile which can not be edited in
aword processing software.

Optical Character Recognition (OCR) softwaresareintelligent programs
which canconvert ascanned page of text into editabletext either into aplaintext file,
aWord document or even an Excel spreadsheet which can be easly edited. OCR can
also be used to scan and recognize printed, typewritten or even handwrittentext. The
OCR softwarerequiresaraster imageasan input, which may be an existing imagefile
or animage transferred from ascanner. OCR analysestheimage to find blocks of
imageinformationthat resemble possibletext fieldsand createsan index of such areas.
The software examinesthese areas, compares shape of each object with adatabase
of wordscategorized by different fontsor typefaces and recognizestheindividual text
charactersfromtheinformation.

1.3.1 Multimedia Devices

Multimediadevices can be categorized into five classes, which areasfollows:

1. Capture Devices. These devices are used to capture information. A video
cameracapturesill aswell asmoving visud imagesin suitableformats. Scanners
copy documents or imagesinimageformats, such asjpg, gif, bmp, etc. Video
recorder records captured images that are either till or in motion. Audio
microphone captures sound. Other capture devices are keyboards, mouse,
graphicstablets, 3D input devices, tactile sensors, Virtual Redlity (VR) devices
and digitizing/sampling hardwares.

2. SorageDevices. Suchdevicesare used to soredataasfilesof variousformats.
Thesedevicesare hard disks, optical storage devices, such asCD-ROMs, Jaz/
Zip drives, DVD, pendrives, flash or thumb drives, etc.

3. Communication Network Devices: These devicesestablish communication
between computers and also networks of computersand modems. Theseare
Ethernet, tokenring, FDDI, ATM, intranetsand the Internet.



4. Computer Systems. Such devices are computer systemswith peripherals
supporting multimediaapplications, networking and other devices. Theseare
multimedia desktop machines, workstations, MPEG/V IDEO/DSP hardware,
€tC.

5. Display Devices: Such devicesdisplay outputsof different types. For sound,
there are CD-quadlity speakers, for sound and video there are high-definition
TV, SVGA monitors, hi-resolution monitors, color printers, etc.

A typica multimediasystem has been shownin Figure 1.25.

Speakerst - |
—_—— . b
Video camera 7\-’/"‘ >

for video

~ — High capacity
removable disk storage

- Disk array for video

input / capture and storage
Flatbed scanner¥ 3
) o= ~1CD-ROM recorder
Microphone

Fig. 1.25 Multimedia System

Presentation Devices and the User Interface

Accdlerated graphicsports, DV D, UDF file sysemareknown as presentation devices
that require configuration steps, hardware and software requirementswith reference
to multimediatechnology. These presentation devices are configured with the operating
Sysem.

Now, the various presentation devicesare used , which are already set with
user interface. They are used asfollows:
Accelerated Graphics Port (AGP)

AGP isconsdered to beadedicated bus, which isused to deliver video and graphics
output over Peripheral Component Interconnect (PCI) buses. Hence, itisconsidered
to be helpful asa presentation device (see Figure 1.26).

— 3 13

PCI Adapter PCI Device PCI Device
I PCI Bus J
Video . System
Adapter [~ AGP —  Chipset i —  \emory

Frame
Buffer

L,
g}
o
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Fig. 1.26 Accelerated Graphics Port Architecture
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AGP comeswiththe following advantages over PCI video adapters:

e Thebandwidth of AGPisfour timesmore powerful than PCI. It hashigh
sugaining rate because of gplitting the transactionsand sdeband addressing.

e AGP, asatypeof dedicated bus, lessensthe contention of other devices.

¢ |t makesthe CPU to write into the shared system memory whichisfaster
than directly writing intheloca memory.

e Thetextureisread by AGPfromthe shared memory during the process of
reading and writing datawhich isextracted fromthelocal memory. That is
why it improvesthe performance of high-resolution displaying technique of
3D graphicsand scenes.

e AGPcanrunthegraphicsdatadirectly fromthe sysemmemory, instead of
having tofirst movegraphicsdatainto video memory beforerunningit.

However, for working with AGP video adapter, the system unit must be
implemented with AGPgraphics controller. A compatible chipset, such asthe Pentium
[1 LX or higher isalso required to work withthe AGP.

DVD

The DV D technology isableto work with datastreamsthat are gored digitally. These
datastreamsare concurrently used to play back multimedia applicationsas well as
full-length motion pictures.

Capacity of DVDs: The current capacity of aDV D startsat 4.7 Gigabytes(GB).
Both sdes of the media can be readable and the data.can be layered on each side (for
example, agold layer of datacan be placed aboveasiver layer). Lower laser power
isusedto read thetop layer and increased laser power alowsthe bottomlayer to be
read. Combining these two optionsincreasesthetotal possible capacity of asingle
DVDto17 GB.

User Interface

User Interface (Ul) is asysemdesigned for the users. Developersdevelopthe system
to meet theuser’s needs. These sysemsare easy to usefor the users.

Ul can be defined asa complete combination of componentsand toolsto make
usersinteract directly with the computer system and computer control programs. The
input devices, such askeyboard, mouse, touch pad, digital penand output devices,
such as display monitor, audio devices, touch screens, etc. are used by the users.
User interfaceisbasically acombination of graphical, audio and textual presentation
of information by the programto auser and the users control sequence, i.e., punching
of keystrokes, moving of the mouse and pressing the touch screen optionsby the user
to control the program. Ul isdesigned for various reasons such asthefollowing:

e |tiseasytouse
¢ ltislessexpensveto develop.

e |t supportscosts better user interface reducesthe cost of training for the
user.



¢ |t maintansconsstency inthe user interfacethat enablesit to lead the system
asuser-friendly.

¢ |t maintainstheeasy rulesthat explainal therulesin detailsfor eachfeature
of the application step-by-step.

o |t navigatestheitemswhich aredefinedin user interface.

¢ |t wordsthemessagesand labels effectively.

e |t helpsin understanding the user interface widgets.

¢ |t designsthecolor settings properly so thet the used colorsinthe applications
arecongstently.

o It dignsthefieldseffectively.

User Interface Design Principle

The user interface design principleimprovesthe quality of Ul design. The principles
areasfollows.

e StructurePrinciple: Thisprinciple specifiesthe user’srequirement. It puts
related interfacetogether, separates unrelated interface to makeauser interface
architectureinafriendly manner.

e Simplicity Principle: Thisprinciplefollowssimplicity to communicate. It also
provides shortcuts to makethe navigation easy.

e Vishbility Principle: The options and materials are made visible without
distracting the user’ swith redundant and extraneousinformeation.

e Feedback Principle Thisprinciplekeepsthe userswell informed about actions,
changesof date, errors, exceptions, etc. through concise, clear and relevant
informetion.

Graphical User Interface (GUI)

GUI (pronounced as GOO-eg) isgenerdly introduced in the user interface. The GUI
includesthefed of multimediaparts, suchasmotionvideo, sound, virtud redity interfaces
that become the part of GUI application used by the user. A system graphical user
interfaceissometimesreferred to as‘look-and-fed’. The sepsinuser interface connect
thecommand lineinterface. Sometimes non-graphicd interfaceis used with GUI but it
isgenerdly not used by theusersdueto theinconvenient useof the keyboard commeands,
because usersgenerally interact with the mouse instead of the keyboard commands.
Thenon-graphical interfacelook good just because of theinterfacesprovided by the
GUI. TheWindowsOS containsshell asaGraphica User Interface (GUI) inMicrosoft
Windows. The Windowsshel containswindows components, for example, Start menu
and taskbar. Thefirst home GUI computer was declared astheApple Mac released
in 1984. Table 1.4 showsthe basic GUI components.
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Components Function
Pointer Thistool isused to select the objects and commands.
NOTES Pointing device Mouse, trackball etc. are used for indicating objects on
the screen.

lcons These tools are used as tiny pictures of commands, files,
thumbnails, shortcuts, Windows, etc.

Desktop Thistool represents the area of display screen.

Windows This prime tool represents all the information collectively
in one area. Users can move the Windows around the
display screen change the shape and navigate easily.

Menus Thistool gives adrop-down list of items so that users can
easily switch with the operations.

The OS manages the resourcesin asystem unit, such asdisk drive, internal
memory, mouse printers and network connections. The OS along withthe GUI isa
populated WIMP (Windows, Icons, Menus and Pointers) interface. Thedesigners of
OS keeps command shell for restricted uses, such aschecking the system filesand
pinging theworkstationsto find network connectivity. A command shell isnot agood
user interfacefor frequent usersas shownin screenshot below:
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Thefollowing rulesarefollowed to keep the user interfacefor multimediapresentation
and applications:

1. Keeptheuser interface attractive and smple.

2. Maintain consstency.

3. Control theinteraction (seeFigure 1.27).
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Stop Back up Cancel Help

Fig. 1.27 Button Available in Video Service

4. Maintainthe sound effect (seeFigure 1.28).
—l Video Window l '-H-'I ———

>0

o Stop Back up Cancel Help

<] I

Sound off

Fig. 1.28 Sound Adjustment Option for Video \ersion

5. Control themedium of touch (seeFigure 1.29).

Touch area

_ /

Visual target

36mm|

22mm|

|—27mm —|

I 40 mm 1

Fig. 1.29 Area of Visual Targets

1.3.2 Presentation Devices and the User Interface

The presentation devices are associated with the multimedia applicationsin GUI
environment. GUI allowsusersto select the availableresourcesvisually and control
the presentation devices, for example, auser candrag adide thumbnail ontop of any
of the displays visible to show adlide on that display. It controlsthe virtual room
lighting, hotspots, loudspesker, printers, cameras, etc. The presentation device connects
the computer using various wirelesstechnologies, such as Bluetooth connectionto
producethe presentation online. The Bluetooth-enabled host computer isrequired for
wireless connection. To produce the multimediadocuments on the same network, a
LAN wireless presentation deviceis used, whereas U SB wireless presentation device
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Is connected through the wireless networking service. For this, USB wireless
presentation deviceisrequired to connect thewirelessreceiver into the available port
that isassembled in the system unit. The speakers, shutter glasses, persona video
recorder, headsets, speakers, high-definition multimedia interface, accelerated
graphicsports, DVD, UDF file system, etc. are known as presentation devices
that requiretheconfiguration steps, hardware and softwarerequirementswith reference
to multimediatechnology. The presentation devices are those devicesthat can be
connected to the main componentsto the system unit, such as motherboard, RAM
and ROM, CPU, etc. The other devicesare dso attached with mouse, keyboard, etc.
The CPU statusis maintained by control logic and offset addresswithin 16 bitslimit.
Thefollowing working principlesare stepped out by presentation devices.

e TheDVD-ROM, CD-ROM, CD-R, USB flash device, sound cards, graphics
cards, modem, docking station, network card, disk drives, scanners,
microphones, etc. arethe types of presentation devicesthat work with shared
memory, i.e., global memory module.

e Thedevicesuseinfra-red light sent fromavariety of locationsto control the
ggnd.

o Thepresentation deviceswork individualy, i.e., individua processor isconnected
with high-speed busand connected to common input/output businterface.

o Two different processing unitscomplete the set of taskswith the help of various
interrupt-driven devices, for example I/O devicesand timersbecause they both
determinethereal-timeworking for CPU.

¢ Thesedeviceswork on high input range, overload and thelnternet protection,
in casethe system unit isconnected with I nternetwork connectivity.

These presentation devicesare configured with the operating syssem. To configure
the multimedia presentationdevices, you will go through thefollowing steps:

¢ Click on Soundsand Multimedia option inthe Control Panel.

e Select Devices—Hardware option where you can select adevice.

e Theproperty of deviceisdetermined by Click Propertiesdeterming the
property of the device, for exampledriver versions can be set using the
Propertiesoption.

The presentation devicesare useful in greaming themultimediafiles. Streaming
audio video appedsusers becausethey want to view it. Infact, streaming technology
makes specialized videos and 3D animation in the field of entertainment, news,
information, training, business, movies, TV show, etc. For example, in the news
information technology, many usersutilize thelnternet to view video dlipsfor domestic
andinternationd newsitems. Thevariouspresentation devices are explained asfollows:

Shutter Glasses

Multimediatechnology usesbattery-powered active shutter glasses (see Figure 1.30),
which ddivers3D images. However, these are very expengve ascompared to polarized
glasses. It includes 3D antiglare glasses. Thisbattery powered glassisto cost about
12$ apair, whereasthe USB recharablescosts 40$. Multimediausersneed 3D TVs
and 3D Blu-ray players. For example, the battery-powered glassesare positioned in
away so that ‘Monster vsAliens' presentation focuses 3D of set piecesfor thefirst



timeinmultimedia. The‘Monger vsAliens isanAmerican computer-animated 3-D
featurefilmfrom Dreamworks animation and Paramount pictures.

Fig. 1.30 Shutter Glasses

Personal Video Recorder (PVR)

ThePVRletsyourecord TV programming and aso letsyou pause and rewind thelive
broadcast videosand movies. It dependsonthe service you use and the access video-
on-demand content, for example, SplitCam. Thisvirtua video capturedriver alows
you to connect several applicationsto asingle video capture source. It splitsthevideo
stream coming fromthe source and providesit to other client applications. You can
connect upto 64 clientsthrough asinglevideo source. With thisprogram, you get
complete PV R functionality to pauselive TV, rewind, fast-forward and conveniently
record your shows for playback on your monitor or TV. It includes an integrated
programming guide that provides afavorites manager, one-touch recording, search
functionality and intelligent recording and scheduling. It aso provides complete media
center functionality to accessyour music, video and photo collectionsand playback
DVDs, etc.

Headsets

The headset isconsidered asa prime presentable deviceswhile using the multimedia
files. Theleather and metal finish puts engineered longevity and impression to make
the desirable sound and view. For example, B& WP5 headphones arevirtually leak-
proof designthat makesit agood choicefor enteringinto thevirtual world. Sound and
voice, asit oftentheway, isdightly focussed into the morequdified success. Sometimes,
marginal sound of iPods is quite obviously voiced to make the best choice. It also
produces lovely, peppy and straight-edged low frequency music action, therefore,
produced by the large scale dynamics and timing precision to come with outright
communication. It even createsthe pseudo-3D effect from 2-D content. Connecting
laptop wirelessly brings audio quality extremely close from its USB socket. The
traditional coaxia and optical devicessupport new Bluetooth protocol, which alows
high-quality streaming with much better sound quality. The Bluetooth short range
wirelesslink between two devicestendsto be very robugt, connection-freeinterference
so that you can control the music by the headsets. Thehigh-quality earphone with
crystal clear sound and powerful bassis frequently used having high qudity stereo
earphone and powerful bass. The good headsetscomewith two extraear budshaving
gereo earphone. The headphone impedanceisabout 32 Ohms, whereas output power
is3mW. Table 1.5 showsthe various multimedia headsets and their functions:
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Table 1.5 Multimedia Headsets and their Function

Types of Headsets Function
This headset is used for
R computer/mp3/mp4 and Hi-Fi
o () stereo sound.

A This headset is having steel
- 1 framework and microphone. It is
- I used for network chatting and

N, F telephonic conversation.

it

This headset is soft, comfortable,
efficient and convenient and is
used for stereo headphone to
enjoy great music across the net.

This headset is attractive,
durable and user-friendly. It is
used for chatting with other
users.

This headset is wused in
laboratory language system to
monitor the networking
performance in the transmission
of multimedia files and
documents.

This Hi-Fi music headset is used
in the wide frequency range and
provides low distortion level. It
is in fact, widely used for MP3
and MP4 player.

Speakers

The speakersare used to entertainthe music or to enable hearing the sound watch the
DVD. The speakers (see Figure 1.31) are used to hear music and watchthe DVD
and dso ligento musicor watchDVD. The multimediaenjoyment devicesare portable
innature and extraspaceisrequired for that. The speakers, knownascircular device,
areusad inmultimediadevicesthat facilitatesthe 360 degree and hence can be projected
thesound incertaindirection. Thedigital player can be plugged or hooked withmega
speaker phone. Thisissupported by Bluetooth compatibility.

Fig. 1.31 Speaker



High-Definition Multimedia Interface (HDMI)

The HDMI device (see Figure 1.32) contains high-quality digital audio and video
connection. For this, Ethernet cablesare underpinned to connect the network-enabled
bit, suchascomputers, printers, routers, game consolesand Audio Visud (AV) receivers,
etc. For example, the HDM 1 1.3 handlesHD audio formats. HDMI incorporates with
digital right management and provides an interface between compatible digital audio/
video sources, such assystemunit, set top box, video monitor, digital television, video
game system, DV D player, etc. HDMI deviceisasmal, user-friendly interconnect
that can carry up to 5 Gbpsof combined video and audio inasinglecable. Thissystem
eliminatesthe cost, complexity and confusionof multiple cablesused to connect current
AV systems. Thisinterface tranamits pure digital video and digital audio over asingle,
easily managed cable. Likethe DV standard on whichit isbased, HDMI transmits
uncompressed high-definition video with atheoretical bandwidth over 5 Gb/sec, but
adds 6-channel digital audio and a bi-directional control channel that allows the
componentsto communicate with each other.

=

Fig. 1.32 HDMI

High-Capacity Hard Disk Device

Anexternal hard disk drive (see Figure 1.33) isrequired for computer systemiif the
hard disk is insufficient to storeall theimportant multimediadata and documents.
First, you needto learnthe quick ingtalation of thisperiphera. For configuration, you
need to connect the mini-connector of the USB cable to the back of thedrive. Then,
connect the standard USB port to your computer. The line labelled with symbol
provides auxiliary power. It isneeded only if your computer does not providethe
sufficient USB power through the other line. For PC users, the driveicon should
appear in‘My Computer’ or *Window’s Explorer’. But, for Mac user, you would
need to reformat the drive. Theexterna and portable hard disk isused to support the
back up storage. It takes the safe periodic system backups frequent databackups and
aso protectsthecritical data. The frequency of backup depends ontheimportance of
data. To protect the data, you need to smply drag and drop copiesof thecritical files
onto thedrive. Any datastorage device canfail so you must awayskeep at least two
copieson different disksfor all types of multimediafiles and documents. Thetwo
types of messages, such as ‘Drive not detected’ and ‘PC will not start up’ are
appear onthe screenif thehard disk driveisconfigured incorrectly with the PC during
thetime of troubleshooting process.
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Fig. 1.33 High-Capacity Hard Disk Device

Digital Versatile Disc (DVD)

DVD isdso knownas animportant presentation device and that isable towork with
datastreamsthat are digitally stored. These data streams are concurrently used to
playback multimedia applicationsaswell asfull-length motion pictures. For example,
portableregion-freeDV D player isfrequently used for multimediaapplications. It isof
a 15" widescreen and multi-format digital media playback. Thisisa full-featured
portable multimediaplayer withalargeLiquid Crysta Display (LCD) screen providing
acrigp display alongwith afeature set that effortlessly combines music, video and
image viewing into astylish unit that can be used at home, inthe office, etc.

MP3 Players

The MP3 playersthese days come with satellite radio capability that can storeup to
50 hoursof content (1 GB) storage or even up to 25 hours (512MB). It issometimes
supported by radio home docking kit that allowsthe deviceto receive XM Satellite
Radio at home. It is possibleto store digital content with this player. You can see
video and photo viewing features on what used to be asimple portable music player.
The stored content can be played anywherefor atotally portable listening experience
(seeFigure 1.34).

- —

Fig. 1.34 MP3 Player



This convergence seemslikely to continue, whichiswhy it supportsboth, music
and multimedia. Thisplayer allows usersto create and manage customized playlists,
combining both personal digital musicfilesand recorded XM programming. The other
accessories used in thisplayer are battery, earbuds, home dock/cradle, home XM
antenna, A/C power adapter, RCA cable, USB cable, etc. MP3 decoding iseasier
than encoding, but requires decompresson andfiltering. Thebasic CD isused standard
for datadiscs. Figure 1.35 illustratesthe CD/MP3 Player arrangement.
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Fig. 1.35 CD/MP3 Player Arrangement

MP3isused ondataDVD (stereo) and also for audio track of video DVD.
Dolby digital (AC3) audio stream was developed by Dolby Labsthat allowsfive
separate audio channes. These channelshold asubwoofer channd along with left and
right rear, left and right front and centre, for example Dolby Digita 5.1-channel audio
isadiscrete multi-channel surround sound system. Discrete meansthat the sound
information contained in each of thesix available channdsisdistinct and independent
fromtheothers.

Configuration of Sound Schemes and Sound Events

Use thefollowing proceduresto configure event/sound pairings and savethem as
custom sound schemes:

To Assign Sounds to System and Program Events
Performthefollowing stepsto install sound systemand program eventsto the system
unit:

The first step isto open the Control Panel and select * Sounds and Audio
Devices option in the Windows XP platform. This is shown in the following
screenshot.
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Click the Soundstabto set the systemor program event to which you want to
assign asound. The preceding screenshot showsthe soundstab.
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If you want to play the sound files, which arenot listed, then select the Browse
option that can be accessed to the sound filesonyour computer or network. You can
also select adifferent sound schemein the Schemebox. You can save an entire set of
sound and event pairings as acustom sound scheme.

Configuration of Recording and Playback Devices

The PC can have multiple audio recording and playback devices. These preferred
devicesare used to record or play the sound. Therecording volumecanalso be set in
the PC. Thefollowing stepsare followed:
To Configure a Preferred Sound Playback or Recording Device
(Windows2000)
1. Openthe Control Panel to select Soundsand M ultimediaoption.
2. Audiotab providesSound Recording or Playback option. Thepreferred
deviceissdected to record or play asound.
3. Select the Volumeto set the volume controls.
4. Sdect Advanced — Performancetabto set the propertiesafter achieving
the hardware acceleration level.

To ConfigureAudio Performance Options

The audio performance can be configured by stepping out of the following steps:
1. Sdect Control Panel - Soundsand M ultimedia.

2. Select Audiotab. Inthe Sound Recording or Sound Playback option, select
Advanced button.

3. Inthe Performancetab select Audio Playback or Audio Recording. Here
you canset quality of samplerate converson and hardware acceleration for the
sysemunit.
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ThelE playsvideos, animations and sound by default from the I nternet and
intranet Stes. However, you can disable any of these optionsto ensurethat the pages
load faster or to enhance aquiet work environment. You can aso configure Internet
Explorer to play aspecific radio station by default, every timethe browser sarts.

To Enableor Disable Sounds, Videos, and Animation From Web Pages:
1. Select |[E — Properties.

2. Select Advanced tab. Click on M ultimedia section to use the check
boxesfor setting Play Sounds, Play Animationsor Play Videos.

Wireless Devices and Multimedia

Thevariouswirelessdevicesand technologies, such as Bluetooth and Wi-F connections
arerequiredto correlate with presentation devices and user interfaces. They are used
for multimediadocumentsandfilesinthefollowing ways.

Bluetooth

Bluetooth is used in wireless Personal Area Networks (PANS). It connects and
exchangesthe information between devices, such asmobile phones, laptops, persona
computers, printers, digital cameras and video game consolesviaasecure, globally
unlicensed short-range radio frequency. Theword * Bluetooth' isderived fromthe
10th century Danish King Harald Bluetooth. The Bluetooth technology has been
designed to connect both mobile devicesand presentationsthat currently requirea
wire. The services of Bluetooth are provided by wirelessin which no setup isneeded.
Thetransfer speed of datarateis 1.0 Mbps. It holdsradio frequency chips, whichare
plugged into the devices. It maintains 2.45 GHz frequency. It usesatechnique called
spread-spectrum frequency hopping. A wireless solution isgiven for the Bluetooth to
reduce use of cablesnet inthe presentations. It isatype of replacement for Infrared
DataAssociation (IrDA). It isalso consdered as complementary technology for Apple
Airport and valid for 802.11b, 802.11g and 802.11n. It is about 2.4 GHz radio
technologieswhich are used to eliminate the cables between variousdevices. These
devices are referred to as computers, laptops, phones, mouse, printers and other
equipments. The bi-directional radio transmission isused to deliver the automatic
wireless connections. Bluetooth isastandard for tiny, radio frequency chipsthat are
plugged into the devices. These chipsaredesigned to take al of the information that
wiresare normally sent and transmitted at the pecial frequency by Bluetooth chip.
Wi-Fi

Wi-Fi standsfor Wireless Fiddlity. It isused for wirelessdevices. Wi-Fi Multimedia
(WMM) formerly known as‘ wireless multimediaextensonsrefer to QoS (Quality of
Service) over Wi-H. For home entertainment and especidly for Network Attach Storage
(NAS) boxes, the Wi-Fi connectionisinvolved. QoS enablesWi-F access pointsto
prioritizetraffic and optimizesthe way shared network resourcesaredlocated among
different applications. TheWi-Fi alliance representsthe wireless standard protocol
and basicdly non-profit organizations. Thissupportsinteroperability festuresfor wirdess
devices. It connectsthe networking systemwithout cables. But for this, Wi-Fi and
regular 1SPservices are needed. The manufacturers of Wi-Fi alliance build various
devicesfor 802.11 standards. Approximately 205 companies joined to the Wi-Fi
aliance and almost 900 products have been certified to the interoperable system.



These companies give assurance that the Wi-Fi devices are connected by physical

layer inreference models. Wi-Fi Protected Access Solution (WPA) wasrecently added
to the Wi-Fi standard. The physical and access control layer implement the extra
enhanced features, such as Internet security. The Wi-Fi can be grow in leaps and
bounds becauseit is connected viaaspectrum. It usesunlicensed 24 GHz and 5 GHz
bands. It providesdatathroughput for most uses. The prime equipment isrequired for
Wi-Fi connectionisWi-F PC card. It iscommonway to connect to the computer to
the Internet without wires. This card is technically known as Personal Computer
Memory Card International Association (PCMCIA). A hotspot is used in Wi-Fi

connectionto mean an areain whichWi-Fi users connect to the Internet. The Wi-Fi

hotspots are created around the antennas to outlet the radio waves of wireless
networking. It is confined to almost 10,000 hotspots in crowded areas, such as
airport lounges, cafes, etc. A seriesof antennasare set up into the city-wide zones.

Thelnternet connectionisfacilitated by Wi-Fi chips. Thelong callspossiblein Wi-Fi

are by bypassed network and Vol Ptechnologies. The Wi-Fi assembled mobiles and
laptopsare connected to these hotspotsfrequently. The amount for theseis paid after

using thistechnology by credit card onthelogin page provided by the Web browser.

Userscan hold their accounts provided by service providers, suchasBT Openzone,

Skypezone, Ninetendo Wi-Fi, T-Mobile, O2, etc. The Wi-Fi access point is
interconnected with Wi-Fi devicesthat are configured with router. Modemisalso

used to make connection between router and Internet DSL cable. Themainrole of

router isto connect theWi-F accesspoint and wired network clients. TheVoice-over

| P (VoI P) software enables data, fax callsand voice across| Pnetworksand represents
| nternet telephony dlowing acommunication betweentwo PCsover packet switching

Internet. 1t worksby encoding voiceinformation. Then, it ischanged to digital formet.

It provides cost benefits by converging dataand voice over 1P network into the mobile
phones. Many of thelatest mobiles are connected with Wi-Fi via Vol P technology.

Between the I nternet connection and Wi-H access point there needsto be hardware
desgned to connect with the I nternet and sharetheinternetworking connectivity. Figure
1.36 showshow aWi-Fi Zoneis made up.

Wi-Fi Zone
made up from
a group of 9

Fig. 1.36 W-Fi Zone
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User Interface

User interfaceisdesigned for the systemto the users. The developers develop the
systemto meet the user’s need areeasy to usefor users. Ul isdesigned in terms of
people, usersthat need to interact with the system for a specific device, machineand
computer program. Thetwo primerelevant toolsare used inthefollowing way:

¢ Input, allowsusersto input the dataand information through keyboard or by
pointing devices,

¢ Output, isknownasdisplayed tool and dlowsthe systemto producetheresult
asper theinputted information or data.

Common User Interface (CUI)

Multimedia user interfaces combine several kinds of mediato help people use a
computer, which istermed asacommon user interface. These mediacanincludetext,
graphics, animation, images, voice, music and touch. Multimediauser interfacesare
gaining popularity becausethey are very effective at keeping theinterest of their users,
improve the amount of information usersremember and are very cost-effective. It
keepsthe user interface simple. A CUI isacombination of Graphical User Interface
(GUI) and Command Line Interface (CLI). Thisinterface combinesthefunctionality
of the GUI aswell astheflexibility and power of aCL 1 inthe same application. Both
CLIsand GUIs have advantages. CLIs provide speed and power to adept users.
GUIsoffer alesscomplicated, moreintuitive gpproach to computer interaction. As
GUI-based operating systems, such asWindows and the applications provided on
these platforms have devel oped and have incorporated more and more functionality.
Generally, asaGUI beginsto offer morefunctionality and options, it becomes dower
and lessintuitiveto use asthe user is offered too many choices. CLIsin operating
systemssuchasMS-DOS and UNI X contain a huge number of textual commands,
arguments and attributes (appendages or optionsfor the command entered) intheir
command language. These commands needed to be entered in an exact prescribed
forminorder to achievethedesired result, resulting in many errorsand frustration for
users. While knowledge of every single command and its correct useis not necessary
(and most likely impossible) for operation of aCLI, acertain level of expertiseis
needed for competent usage.

o Keep the User InterfaceAttractiveand Simple: Thisrule guidesyou to
show off the multimediatechnology but in practicd it works.

e Maintain Consstency: Usersmust use similar objectsthat performsbetter
servicesfoethe multimediatechnology.

e Control thelnteraction: Makethe user interface with thehelp of presentation
devices. For example, whilewatching avideo, you can cancel thevideo or user
can select thefootage to watch or replay the video, etc.

e Sound Effect: User can makethe sound effect softer or louder for personal
convenience. User can select push button at this stage and change button to
inversethevideo. The system unit can give ashort beep that isto be processed
after pushing the buttons.



e Medium of Touch: Thetouch mediumishelpful for usersto be prompted by
choices, such asproduct navigation decisonscan have various choicesand can
be selected by issuing the commands. The 40 mm wide and 36 mm highis
suggested for touchareathat givesthevisua targetsfor push buttons. The push
buttons can be showed on the window as 27 mmwide and 22 mm high.

A graphical user interface for usein connection with computer display systems,
such ascomputer controlled multi-mediaediting systems. Theinterface utilizesthe
componentsof color, for example hue, luminance and saturationto convey informeation
to auser. Each of these componentsare mapped to variablesthat are displayed viathe
interface. Thevalue of aparticular variable may be represented by agradient of one of
the color componentsor by adiscrete value of one of the color components.

1.4 MULTIMEDIA PLATFORMS

Platforms comein many shapes and sizes. When telecommunications accessand core
networksare concerned, they must be defined clearly in terms of content aswell as
characterigtics. Thismeansthat the choicesof technology and configurationsmust be
verified inacontrolled environment. A true multimediaplatformintegratesand combines
various multimediadevices and components.

Multimediaapplicationsconcept spans awider range of services by which one
cannot adequately define amultimediaplatformfor al applications.

Factorsthat may influence your choice of multimediadevelopment platform
include:

Platform-dependence—Both hardware and OS.
Programming language— C/C++, Java, .NET languages.
Functionality —Graphics, streaming media.

Deployment —PC/PDA, local or networked, Web deployment.

Some of the known multimedia platforms are Apple Macintosh and IBM
Compatible PC.

Many of the multimedia applicationsthat we run on our PC, to play games,
watch video, or browse through the photos, require someversion of Direct X to be
installed. DirectX 9 SDK includes:

Direct3D —for graphics, both 2D and 3D.

Directlnput —Supporting avariety of input devices.

DirectPlay — For multiplayer networked games.

DirectSound — For high performance audio.

DirectM usic—To manipulate (non-linear) musical tracks.

Direct Show —For capture and playback of multimedia (video) streams.

In addition to above multimediacomponentsfor the platform, thereisan AP
for setting up these components.
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10.

11.

12.

13.

Check Your Progress

Define the term multimedia.

. How isimage quality related

with resolution?

What is the use of capture
devices?

What is the function of
persona video recorder in a
presentation device?

What factors are involved in
the digital representation of
sound?

What is the use of a headset
in the multimedia
environment?

What are multimedia
authoring tools used for?

List the various types of
multimedia software.

Give examples of
multimedia platforms.

What do you mean by
authoring?

How hypertext differs from
hyperlink?

What do you mean by cross
platform?

What do you mean by
recorded multimedia
presentation?
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1.5 DEVELOPMENT TOOLS: TYPES

Authoring Tools

Thekey to successful multimedia productionisaseamlessintegration of multimedia
elementsfor graphic design, content management, production and packaging. The
whole processof developing amultimediapackageiscalled authoring. Anauthoring
system isacollection of softwaretoolsthat help in various aspects of multimedia
production. Multimedia elements are woven together using authoring tools. These
toolsaredesigned to manageindividua multimediaglementsand provideuser interaction.
Multimedia authoring software can be used to make:

e Video productions.

e Animetions.

e Games.

e Presentations.
Interactive kiosk applications.
Interactivetraning.
e Simulations, prototypesand technical visualisations.

Stepsin Multimedia Production

Thefollowing steps can befollowed in multimedia production:

1. Media Capture: Multimedia authoring systems streamline data capture by
providing interfacesto arange of image and datacapture devices.

2. Media Conversion: Images, audio clips, animation, sequencesand video clips
exist inavariety of formats. A well-equipped multimedia authoring system will
include aset of utilitiesfor converting between many of the commonly used
formats

3. Media Editing: After data has been captured and converted to the native
format of theauthoring system, it may need some polishing beforeit issuitable
for presentation. For instance, ‘noise’ can beremoved fromaudio clips, images
can betouched up, etc. Multimediaauthoring systems provide media— specific
editorsfor these operations.

4. Media Composition: The core of amultimediaauthoring sysemincludesa
tool for combining mediaand specifyingtheir spatia (oneimagebeing juxtaposed
or placed side-by-sde withinasecond) and temporal (whenanaudio track is
added to avisua sequence) relationships.

1.5.1 Elements of Multimedia
Thefollowing arethevariouseementsof multimedia:
1. Text

Text, containing wordsand symbols, isthemost commonform of communication. Itis
one of the popularly used mediums of appearancethat isused to ddliver information
accurately and in detail. Usually text providesthe core structure to the package. Words
arevital eementsof multimediathat can appear inthetitles, menus, navigation aids



and inthe content of amultimedia application or project. It ismost essential to use
wordsthat havethe most precise and powerful meaningsto expresswhat you need to
convey.

A major drawback of usingtextisthat it isnot user friendly ascompared to the
other elementsof multimedia. For example: it isharder to read fromascreenfor long,
asit tirestheeyesmorethanreadingit initsprint version.

2. Designingwith Text

Fromadesign perspective, the choiceof font Sze, style and other text attributesneeds
to berelated both to the complexity of the messageand to itsvenue.
Some useful tipsfor designing thetext inyour multimediaapplication:
o Uselegiblefontsthat can beeasily read.
¢ Vary thefont szeand styleaccording to theimportance of your message.

AAAAA

e |ndent your paragraphswherever required.

¢ Exploretheeffectsof different colorsand shadowsto add depthto your
application.

¢ Usemenusfor easy navigation and meaningful wordsfor menu items.

e Usebuttons, iconsor symbolsfor user interaction.

r=@®@ o

e You can also use stylishfontsfor displaying attention-grabbing results.

& A\ SAHAAALIA

3. Hyperlinks

Hypertext isthe organisation of information unitsinto connected associationsthat a
user can chooseto make. Aninstanceof such anassociationiscalled aHyperlink.
Whenauser dicksonsuchalink, moreinformationontheparticular topicisdisplayed.
It, therefore, providesthe user an option of reading asmuchinformation asrequired.
Hyperlinks can contain cross-linking of words not only to words but also to images,
videosor sound files. Hyperlinks are used for non-linear navigation, whichisnot an
optionavailablein asequentially organized book.

-
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4. Graphics

Pictures/graphicsenhancetheoverdl look of amultimediapackage. Picturesexpress
morethan normal text and are generaly consdered asthe most important element of
amultimediaapplication.

It isoften noticed that aWebpage containing numerous imagestakeslonger to
download thanasimpletext based webpage. Imagefilesare, therefore, compressed
to save memory and disk space of your computer. Gl F (Graphicsinterchange Format),
JPEG (Joint Photographic Experts Group) and PNG (Portable Network Graphics)
areexamplesof compressed imagefile formats.

Picturescan be created using any of thefollowing ways:
¢ You canusedrawing toolslikeMS paint to createsmple pictures. Paint
allowsto create or assemble picturesby drawing straight, wavy or curved
lines, using shapeslike squares, circlesand polygonsor smply by freehand
drawing.

e You caninsertimagesfromtheClipArt gallery. A ClipArt collectiontypically
containsaseriesof imagesfor different categories. ClipArt isavailable
through CD-ROMsor fromthe I nternet.

rt
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¢ You canusescanner (Hgure 1.37(b))or digital camera(Figure 1.37(a)) to
captureorigind picturesindigitised form. You can dso scanimages, cregted
using traditional methodslike watercolours, crayonsetc.

|
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—— —,
(a) Digital Camera (b) Scanner

Fig. 1.37 Capturing of Original Picturesin Digital Form



e |f youaredtill not satisfied with scanned pictures or images downloaded
fromthe ClipArt galery, you can use image editing toolsto manipulate
imagesaccording to your taste. Picture propertiesthat can be manipulated
using these toolsinclude brightness, contrast, color, depth, hueand size.
Apart from correcting the blemishesin your image, you canadd additional
effectslikefilters, shadows, patterns, 3D-effectsand many more. Image
editing toolsare indispensablefor excdllent multimedia production. Adobe
Photoshop, Microsoft PhotoDraw are some examplesof image editing
tools.

Some useful tipsfor adding imagesinyour multimediaapplication:

¢ Do not overload your applicationwithtoo many images. Thiswould not
only make your application look clumsy, but it would also consume
excessve computer resources.
Do not include heavy (oversized) graphics.
Use context — sensitive images.
To the extent possible, use compressed image file formats. Avoid using
unoptimisad graphics.
Pick theright color or combinationof colorsfor your multimediagpplication.
Color schemeused for the text should blend well with the images.

1.5.2 Animation

Animation givesvisual impact to your multimediaapplication. Insmpleterms, it can
be defined as an entity moving acrossthe screen. Thisentity could be atext object or
animage. Ananimation consists of aseries of rapidly changing objects, whichwhen
blended together givesan illusion of movement. The speed with which each object is
replaced by the next oneis so rapid that the eye perceivesthis asmotion.

Example: Consider the process of rotating awhee, the position of the arrow
changes so rapidly that it givesanillusion of spinning.

DPOHEEDRDE

Animation Tools: MS PowerPoint is a tool used for creating primitive
animations. Visual effectslikewipes, dissolves, fadesand zooms can be added to any
object. For example: you can make atext to fly fromtop or left. Such effects are
availablewith amogt al authoring packages. You can create complex animationsusing
toolslike Director, 3D Studio Max, CompuServe and Shockwave. Such animations
can be ported across platforms and applications by making use of suitabletrandators.

Some useful tipsfor adding animationsin your multimediaapplication:

e Beforeyou create an animation, organiseits execution into aseries of
logical steps. First choose the objectsin your presentation that you want
to animate and then decide the sequence of animation. In case of
complicated presentations, writing adetailed script of theligt of activities
will proveuseful.
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¢ You cananimateoneor dl objectsof an goplication. Asmentioned earlier,
applicationsintended for the Web should not containtoo many animations
asit would affect the download time.

o Add user interactivity wherever essentia to the application.

¢ You cancombineanimationswith livesoundsfor catching theuser’ sattention.

1.5.3 Sound

Sound isused to set the rhythmor amood in apackage. Speech givesan effect of a
language (pronunciation) for instance. Proper usage of sound can mekedl the difference
between an ordinary multimedia presentation and aprofessonal one.

Sound Types: Musical | nstrument Digital Interface (M I D) isacommunication
standard developed in early 1980'sfor electronic musical instrumentsand computers.
A MIDI fileconsigts of alist of commands that represent therecordingsof musical
actions. When these commands are sent to a MIDI Playback device, a sound is
produced. The main disadvantage of MIDI dataisthat it isnot digitised. In contrast,
Digital Audio isarecording that dependson the capabilities of your sound system.
Digital audio dataarethe actua representationsof sound dataand arestored inthe
form of thousands of individual numbersknown as Samples. Digital sound isused for
music CDs.

Creating Sound: Sound can be recorded using amicrophone, asynthesiser,
or any other medium like tape or cassette player and then be digitised using audio
digitisng software. Therefore, sound may be digitised fromany source—natura or
pre-recorded. Digitised soundsare stored aswave (.\WAV) files (Windows Platform).
These canthen be played using Windows M edia player.

Some useful tipsfor adding soundsto your multimediaapplication:

¢ A distorted recording soundsterrible, so before asound fileisadded it
must betested for clarity. If required, it must be edited using Audio-Editing
toolslikeWave Studio Sound or Macromedia’'s Sound Edit 16-2. It may
beworth noting that higher the sound quality, thelarger would bethefile
sze

¢ Decidethekind of sound you need, such as background music, specia
sound effectsor spoken dialogue.

¢ Test thesound, to ensurethey are synchronised properly withimagesand
or animations.

1.5.4 Video

If picturescan paint athousand words, then motion pictures can paint amillion. Digital
video isthe most engaging of multimediavenuesand isapowerful tool for bringing
usersclosetothereal world.

NTSE (Nationd Tdevison Sandards Committee), PAL (PhaseAlteraionLine),
SECAM (Sequentia Color and Memory), HDTV (High Definition Television) are
commonly used broadcast and video standardsacrossthe globe.

Current televisonisbased on andog technology andfixed internationa sandards

for the broadcast and display of images. Computer video, on the other hand isbased
on digital technology and other standardsfor displaying images. Digital Video is



produced using analog video asabase. The conversion of analog video into itsdigita
equivaent requiresapeciad hardwarecalled Video Capture Card.

Video dataisa so compressed using different compression techniques. MPEG

(Motion Pictures Expert Group), JPEG (Joint Photographic Experts Group), P+ 64,
red video are examples of commonly used compressed video formats.

Some useful tipsfor adding video clipsto your multimediaapplication:

e Video clippingswhichare not appropriately designed can degrade your
presentation rather thanadd valueto it. Carefully planned, well-executed
clips can makeadrameatic differenceinamultimedia presentation.

e Titlesusedinvideo clipsshould be plain enoughto be easily read.

¢ Avoid making busy title screens; use more screenif required.

e Again, any multimediaelement that isadded to an applicationintended for
Web should be compressed to support quick and easy download.

155 Cross Platform Compatibility

In computer technology, cross platform or multi-platform refers to the unique
characteristic of computer softwarewhich enablesit inimplementing methodologies
for inter-operating onsevera computer platforms. Typicaly, thecross platform software
can be classified into following two types:

e First that supports specified creation or compilation for each platformthat it
holds.

¢ Second that can be directly runon any platformwithout any specification, such
as software written in an interpreted language and precompiled portable
bytecode which are universal and standard components supported by all
platformsfor theinterpretersor run-time packages.

The cross platform compatibility specifiesthe software or hardware capability
that can runindistinguishable on different platforms. For example, nowadays numerous
applications for the Windows and the Macintosh have the ability to create binary
compatiblefileswhichindicatethat userscan switch from one platformto the other
without changing the datainto anew format because the datawill be supported dueto
crosscompatibility feature. Hence, the cross platform computing isgaining significant
importance sincelocal areanetworks use advanced technology and arecompatibleto
link computer systemsof different types.

In multimedia, the cross platformisthe unique capability of an application that
helpsin accurately performing onarange of computers, operating systemsand Web
browsers. Basicdly, it includesthefollowing:

e Hardwarelssues.
Operating Systems.
Environment.
Software.

e Elements

Dedgn.
Publication.
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Hardwar el ssues: It includesthe following:

e Device Type: PC/Laptop (including Tablet PCs)/Mobile Devices (Phones,
PDAS).

¢ Device Performance: Based onthe performance of Processor/Hard Drive/
Opticd Drive.

e Available Peripherals. Mouse, Keyboard, Stylus (PDAS), Screen (Size,
Touch Screen), Speakers, Microphone (for VVoice I nput), Hand Controllers,
Joydticks.

e Media: CDSDVDs, Internet Connection (Broadband/Dial-Up)

e Monitor/Screen Resolution for a PC: 2005 - 800 x 600 Pixels, 2010 —
1024 " 768 Pixels, 2011 - Superior Web Solutions.

Nowadays maximum numbers of people usetheir mobile devicesto surf the
I nternet which are equipped with advanced technologies and software.

Operating Sysems: It includesthe Windows/Macintosh/UNIX. Someof the
‘old’ multimediaapplicationsare specifically designed for different screen resolutions
and quality of color. Hence, must be runin compatibility mode or onavirtual machine.

Environment: It includesthe following:
e Internet versusCD-ROM/DVD
o Graphics: File Sizes, Types, such asgif, jpg, png onWeb.
0 Video: File Sizes, Codec Availability.
0 Updates: For CD-ROM - Fixed, For Internet - Easily Changed.
o Errors For CD: To Remaster, For Internet - Easly Changed.
¢ To build aniPhoneapplication requiresan Apple Computer, Intel only.

e Web Issues: Corporate firewall policiesmay restrict accessto certain sites,
such asgame stesand social networking steswhich are often blocked.

Softwar e 1t includesthefollowing:

e Browse Issues Browser Specific Tags(l.E.- Marquee), HTML-5Multimedia
Tagsand JavaScript capabilities, such as Google Chrome Experiments.
¢ Plug-Ins: Adobe Flash Player Verson, Microsoft Silverlight

¢ Application Specific: Flash capableto create sandalone exe/swf filesor html/
anf files.

e Supported FileTypes: Thefollowingfiletypesare supported in multimedia
onthelnternet:
o Images. OnWeb - gif, jpg, png and animated png.
0 Videos Microsoft WMV Formet for Windows, DivX (usudly wav), Apple
Quicktime (mov) and MPEG
Elements: It includesthefollowing for the Web:

¢ Image Size: Use thumbnailsfor imagesand aso usesfile compression (jpg),
and resizetheimage.

e Musc: Background sound may clashwith foreground soundsor user preferred
musIC.



e MusicFormats: ItincludesMIDI, WMA (not Linux), MP3 (Linux).

e Font Choices Different fontsfor PC/Mac/Linux, UNIX, for example, Arial,
Helvetica, TimesNew Roman, Calibri, etc.

Design: It includesthefollowing:
e Different conventionsfor different sysems.

e Different interfaces, for example Google Android and Microsoft Windows
Phone7.

¢ Colorscanbehandled differently in different systems.

o \Web page colorsmay vary indifferent Web browsers on different platforms.
The 216 of 250 possible index colors are safe for use.

¢ Different availabledefault fonts. Text can be converted to agraphic or CSS
font familiesthat are currently used.

¢ Guidesto develop an application to thelowest common specification.

e Different languages. Text iseasier to convert though may requirealanguage
pack to support specia characters, such as Chinese, Japanese, Russian, etc.

Publication

e CD-ROM/DVD requiresburningto CD/DV D, producing labelsand distributing
whichincludesmarketing.

e Internet requiresuploading to Web server usudly usng FTP,

e |nternet based applicationsrequire atechnology infrastructure, asfollows:
0 Choice of Web Host.
0 Cost of Uploading/Downloading Filesand Capacity.

HTML Multimedia

Typicdly, multimediaon the Web ispictures, sound, music, films, videosand animations.
Nowadays, the Web browsers support various multimediaformatsbecause the recent
Web pages have embedded multimediaelements.

Browser Support: Thefirst Internet browsersonly supported text whichwas
limited toasinglefont inasingle color. Later the new browsersweredeveloped which
had support for different colors, fontsand text stylesand also support for pictures.
Various browsers support sounds, animations and videosin different ways. Some
directly support multimediaelements whereas some need an extra helper program,
suchasaplug-in.

M ultimedia Formats. Multimedia elements, such as soundsor videos are
stored in mediafiles. Themost universa way to determinethetype of afileisto check
the file extension. When abrowser observes the file extension as .htm or .htm, it
conddersthefileasan HTML file. The .xml extenson specifiesthat it isan XML file
andthe .cssextension specifiesthat it isastyle sheet file. Picturesaredistinguished by
extensgons.gif, .png and .jpg. Multimediafileshavetheir specificformatswith extensions
swf, .wav, .mp3 and.mp4.
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1.5.6 Commercial Tools

Multimedia presentationis of two types, live or recorded. Inrecorded multimedia
presentation, theinteraction is possible through a navigation systemwhilein alive
multimediapresentation theinteractionisdonewiththe help of apresenter or performer.
The example of alive multimedia performance is alaser show. There are various
commercia toolsof multimediatechnological or digital multimediatechnology that
enhancetheusers experienceto convey informeation, for exampletechnology involving
illusonsof tasteand smell. Thefollowing are some examples of commercia toolsthat
can beused to develop amultimedia presentation:

Drawing, Painting and Graphic Tools

AdobePhotoshop: ThePhoto Editing Tool

Adobe Photoshop isagraphics editing program devel oped and published by Adobe
Systems. The new advanced version of Adobe 2003 ‘ Creative Suite’ isreframed,
rebranded and named as Adobe Photoshop CS. Adobe Photoshop CS6isthe 13th
major release of Adobe Photoshop. Adobe Photoshop is released in two specific
editions. Adobe Photoshop and Adobe Photoshop Extended withthe Extended extra
3D imagecreation, motion graphics editing and advanced image analysisfeatures. In
2011, averson of Adobe Photoshop was specifically released for the Android operating
system and theiOS operating system.

Adobe Photoshopisastandardized tool used to develop and edit raster (bitmap)
graphics. Using it, the user can draw, paint, process or retouch the photographs,
develop designer solutions, create Web graphics, design programinterfacesand it
also helpsinWeb page development.

Core DRAW

CoreDRAW isavector graphicseditor developed and marketed by Corel Corporation
of Ottawa, Canada. It isthe dternate name of Cordl’s Graphics Suite, which bundles
CorelDraw with abitmap image editor, Corel PhotoPaint and other graphicsrelated
programs. Corel DRAW was originally developed for Microsoft Windows 3 and
currently runs on Windows XP, Windows Vista and Windows 7. Corel DRAW is
capable of handling multiple pages along withmultiple master layers. Itisvery useful in
creating and editing multi-article newdetters, documents, etc. Besides, the other items,
such asbusinesscards, invitations, etc., can be designed to their final page size and
imposed to the printer’s sheet sizefor cost-effective printing. Anadditional print and
mergefeature permitsfull personaization gpplications, such asnumbered raffletickets,
individual invitations, membership cards, etc.

Cord PhotoPaint

Corel PhotoPaint isacomponent of the CorelDRAW Graphics Suiteand isused to
exchange datawith other programsinthe suite, including Corel CONNECT (Version
X5) which enables users to sharefiles between different computer software and the
different driveson the user’s computer. Cord DRAW and Corel PhotoPaint are copy-

paste compatible.

A Corel PhotoPaint is a specific program used for the development and
processing of raster (bitmap) graphics. Basicaly, it comesin aCorelDraw package



intended for creation and processing of graphic elements and it can be used asan
aternativeto Photoshop. The nativeformat of Corel PhotoPaint is.cpt which stores
image dataaswell asinformation withinanimageincluding objects (layersin some
raster editors), color profiles, text, transparency and effect filters. Theprogram can
open and convert vector formatsfrom Corel DRAW and Adobe I llustrator and can
also open other formatsincluding .png, .jpg and .gif files. Corel PhotoPaint isavailable
in English, German, French, Italian, Dutch, Spanish, Brazilian Portuguese, Swedish,
Finnish, Polish, Czech, Russian, Hungarian and Turkish.

M acromedia Fireworks

Macromedia Fireworksisaunigque program specifically developed for processing
and development of raster graphics especially intended for the Internet pages. Generally,
it comesinapackagewith programs, such asHash and Dreamweaver, and exceptiondly
harmonizestheir functiondities. It iscloser to Adobe ImageReady.

Interactive M edia: Adobe Flash

Adobe Flash wasformerly termed as Macromedia Flash. It isaunique multimedia
platform specifically used to add animation, video and interactivity to Web pages.
Flash isfrequently used for advertisements, gamesand flash animetionsfor broadcast
purposes. Recently, it isconsdered asatool for Rich Internet Applicationsor RIAS.
Flash manipulatesvector and raster graphicsto provide animation of text, drawings
and gtill images. It supportsbidirectional streaming of audio and video, andit canalso
capture user input viamouse, keyboard, microphone and camera. Flash containsan
object-oriented language called ActionScript and supports automation through the
JavaScript Flash Language (JSFL).

Flash Player isalso available to handset manufacturersfor smart phones. The
Adobe Hash Professiona multimediaauthoring programisused to create content for

the Adobe Engagement Platform, such asWeb applications, gamesand movies, and
content for mobile phonesand other embedded devices.

1.6 MULTIMEDIA STANDARDS

Theterm ‘Standards' refers to the specifications made by the systematic efforts
approved by official standardization federations committed to the issue and can
sometimes betermed asofficial standards. In some specific casesit istermed asde
facto standards whenit iswidely accepted by the industry and/or the public.

The multimediastandardsincludethefollowing:

e CCITT/ISO (now ITU —T) standards for multimediainclude F.700, G.711,
G721,G722,G725,H.221, H.242, H.261, H.320, HyTime, I1F, JBIG JPEG,
MHEG, MPEG, ODA, T.80, X.400, G723, G726, G727, G728, G764,
G765, H.200, H.241, H.243, T.120.

¢ |nternet sandardsinclude | P Multicast, MIME, RTP, ST-2, RFC 741, Xv and
mvex.

e W3C standards.
e Proprigtary sandardsare Bento, GIF, QuickTime, RIFF, DVI, MIDI.
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Check Your Progress

14. Fll in the blanks with
appropriate words.

a To use the multimedia

library, a greph is set in
case an abstract object
encapsulates
Atrue
platform integrates and
combines various
multimedia devices and
components.
Multimedia
systems streamline data
capture by providing
interfaces to a range of
image and data capture
devices.

isthe
organisation of
information units into
connected associations
that a user can choose to
make.

15. State whether the following
statements are true or false.

a. The most prominent

part in a personal
computer is the display
system that is
responsible for graphic
display.

Digital representation of
sound is governed by bit
rate, intensity and
flexibility.

The presentation device
connects the computer
using various wireless
technologies, such as
Bluetooth connection to
produce the presentation
online.

The key to successful
multimedia production is
a seamless integration of
multimedia elements for
graphic design, content
management, production
and packaging.

58 Sdf-Ingtructional Material

There are semi-official standards between official and de facto, such asthe
Internet and W3C standards.

Image and Video Standards

Unprocessed image and video in digital formtake up enormous amount of space as
comparedto text. Usudly, acharacter isone byte and apage can be several hundreds.
A color image of the size of a small standard VVGA screen occupies 640 “ 480" 3
bytes, i.e., the number of pixelsmultiplied by the number of bytes per pixel, onefor
each of the R, G and B channels. It isextremely important to reduce this size for
storage and transmission purposeswhich can beachieved by coding theimageina
compressed way at one end and then decoding it to an uncompressed form at the
other end. Thus, theimage and video compression standards must be adopted for
transmisson.

JPEG

JPEG standsfor Joint Photographic Experts Group, the origina name of the committee
that specified the standard. Now the body is officialy called ITU — T JTCL/SC2/
WG10. JPEG isalossy compression format which means that the decompressed
imageisusualy worsethantheorigina. The compression parameterscan be adjusted
by the user, trading off file Sze against output image quality. Recently, anew version
called JPEG2000 has become an official standard. It isbased onwavelet transforms
and the applicationsare more ambitiousthan for the origina JPEG

MPEG

MPEG standsfor Moving Pictures Expert Group and isthe popular name of the | SO/
|EC committeeworking on digital color video and audio compresson, ITU-T JTC1/
SC2/WG11, established in 1988. According to MPEG home page, thegroupis‘in
charge of the development of standardsfor coded representation of digital audio and
video’. MPEG hasthefollowing versions:

e MPEG-1, astandard for storage and retrieva of moving picturesand audio on
storage media. The products, such asVideo CD and MP3 arebased oniit.

e MPEG-2, astandard for digital televison. Digita Television set top boxesand
DVD arebased onit.

e MPEG-4version 1 and 2, astandard for multimediaapplicationsfor thefixed
and mobile Web.

e MPEG-7 acontent representation standard for multimediainformation search,
filtering, management and processng.

MHEG

MHEG stands for Multimediaand Hypermedial nformation Coding Experts Group,
officially caled ITU — T JTCL/SC2/WG12. The objective of the standard wasto
develop a Coded Representation of Multimediaand Hypermedia Information. The
standard specifies acoded representation of final form of multimedialhypermedia
information objectsto be interchanged as unitswithin or across systemshby any means
of interchange, from storage devicesto telecommunication and broadcast networks.



These objectsdefinethe structure of multimedialhypermedia presentationin asystem
independent way. These MHEG objects provide functionality for final form
representation, support for sysemswith minimal resources, interactivity and multimedia
synchronization, redl-time presentation and interchange.

1.7 SUMMARY

Inthisunit, you have learnt that:

o Multimediarefersto amixtureof interactivemediaor datatypes, predominantly
text, graphics, audio and video that are smultaneoudy delivered by acompuiter.

e Themultimediadevices and drivers are managed by the [mci] and [drivers]
section of theWindows SY STEM.INI file, that can be added and deleted using
the MultimediaPropertiescontrol panel.

e Themost prominent part in apersonal computer isthe display systemthat is
responsible for graphic display. The display system may be attached withaPC
to display character, picture and video output.

e The aspect ratio of the image isthe ratio of the number of X pixelsto the
number of Y pixels.

e Animagein raster scan display isbasically composed of aset of dotsand lines;
linesare displayed by making those dotshbright (with desired color) whichlieas
close aspossible to the shortest path between the endpointsof aline.

e The primary component in an electron gun isacathode (negatively charged)
encapsulated by ametal cylinder knownasthe control grid.

e Inraster scan method, the electron beam sweepsthe entire screeninthe same
way you would write afull pagetext in anotebook, word by word, character
by character, fromleft to right, and fromtop to bottom.

¢ Inrandom scan technique, the electron beam is directed straightway to the
particular point(s) of the screen wheretheimageisto be produced.

e Thevariouswirelessdevices and technologies, such asBluetooth and Wi-Fi
connectionsarerequired to correlate with presentation deviceand user interface.

¢ Bluetoothisused to wireless Personal AreaNetworks (PANS). It connectsand
exchangesthe information between devices, such asmobile phones, laptops,
persona computers, printers, digital camerasand video game consolesviaa
secure, globally unlicensed short-range radio frequency.

e TheWi-Fi standsfor Wireless Fiddlity. It isused for wireless devices. Wi-Fi
Multimedia(WMM, formerly known as*‘ wireless multimediaextensonsrefer
to QoS (Quadlity of Service) over Wi-Fi.

¢ Whentelecommunicationsaccessand core networks are concerned, they must
be defined clearly intermsof content aswell as characteristics. Thismeansthat
the choices of technology and configurations must be verified inacontrolled
environment.

¢ A truemultimediaplatformintegratesand combinesvarious multimediadevices
and components.
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e The key to successful multimedia production is a seamless integration of

multimediaeementsfor graphic design, content management, production and
packaging. The whole process of developing amultimediapackageis called
authoring.

Anauthoring sygemisacollection of softwaretoolsthat help in variousaspects
of multimedia production. Multimedia elements are woven together using
authoring tools.

Hypertext istheorganisation of information unitsinto connected associations
that auser can choose to make. Aninstance of such anassociationiscaled a
hyperlink. When auser clickson suchalink, moreinformation onthe particular
topicisdisplayed.

Animation givesvisud impact to your multimediaapplication. Insmpleterms, it
can be defined asan entity moving acrossthe screen. Thisentity could beatext
object or animage. An animation consstsof aseriesof rapidly changing objects,
which when blended together givesanilluson of movement.

Sound isused to set the rhythm or amood in a package. Speech givesan effect
of alanguage (pronunciation) for instance. Proper usage of sound can makeall
the difference between an ordinary multimedia presentation and aprofessonal
ore.

If pictures can paint athousand words, then motion picturescan paint amillion.
Digital video isthe most engaging of multimedia venuesand isa powerful tool
for bringing userscloseto thereal world.

In computer technology, cross platform or multi-platformrefersto the unique
characteristic of computer software which enables it in implementing
methodologiesfor inter-operating on severa computer platforms.

In multimedia, the crossplatformisthe unique capability of an gpplication that
helpsin accurately performing onarange of computers, operating systemsand
Web browsers.

Typically, multimediaon the Web is pictures, sound, music, films, videos and
animations. Nowadays, the Web browsers support various multimediaformats
because the recent Web pages have embedded multimediaelements.

Multimediapresentationisof two types, live or recorded. In recorded multimedia
presentation, theinteraction is possible through anavigation sysemwhileina
live multimedia presentation theinteraction isdone with the help of apresenter
or performer. The example of alive multimedia performanceisalaser show.

Theterm’ Standards ' refersto the specifications made by the systematic efforts
approved by officia sandardization federations committed to theissueand can
sometimes betermed as official standards. In some specific casesit istermed
as defacto standards when it iswidely accepted by the industry and/or the
public.



1.8 ANSWERS TO ‘CHECK YOUR PROGRESS

1.

10.

1.

12.

Multimediarefersto amixtureof interactivemediaor datatypes, predominantly
text, graphics, audio and video that are smultaneoudy delivered by acomputer.

. If theimageresolution is more as compared to the inherent resolution of the

display device, thenthe qudity of the displayed image getsreduced.

. Capture devicesare used to captureinformation. Some of the popular capture

devicesarekeyboard, mouse, tactile sensors, etc. For example, avideo camera
capturesvisua imagestill aswell asmoving insuitableformats. Scannerscopy
documents or imagesinimageformets, suchasjpg, gif, bmp, etc. Video recorder
records captured images, till or in motion. Audio microphone captures sound.

. ThePVR or Personal Video Recorder let you record TV programming, and

aso let you to pause and rewind the live broadcast videosand movies. With this
programyou get complete PV R functionality to pausethelive TV, rewind, fast-
forward, and conveniently record your showsfor playback onyour monitor or
TV. It dso provides complete mediacenter functionality to accessyour music,
video and photo collectionsand playback DVDs, etc.

. Digital representation of sound isgoverned by threefactors. Thesefactorsare

informationintermsof bit rate, complexity and flexibility.

. Theheadset isconsdered asprime presentable deviceswhile usng themultimedia

files. Theleather and metal finish puts engineered longevity and impressionto
make the desirable sound and view. For example, B& WP5 headphones are
virtually leak-proof design that makesit agood choicefor entering into the
virtua world. Sound and voice, asit oftentheway, isdightly focussed into the
more qualified success.

. Multimediaauthoring tools are software programsthat are used for developing

avariety of multimediaproducts.

. Thevarioustypesof multimediasoftwareare asfollows:

e Multimediaauthoring tools
e Multimediatoolsfor theWeb
e Multimediapresentation software

. Some of the known multimedia platforms are Apple Macintosh and IBM

Compatible PC.

Theterm*authoring,” isused to create content that serveaparticular purpose.
So, apersonwho developsa multimedia presentation, authorsthat multimedia
presentation.

Hypertext istheorganisation of information unitsinto connected associations
that auser can choose to make. Aninstance of such anassociationiscaled a

hyperlink.

Crossplatformor multi-platformrefersto the unique characteristic of computer
software which enablesit inimplementing methodologiesfor inter-operating on
severa computer platforms.

Multimediain Use
and Technology

NOTES

Self-Instructional Material 61



Multimediain Use
and Technology

NOTES

62 Sdf-Ingtructional Material

13. Inrecorded multimedia presentation, the interaction is possible through a
navigation sysemwhileinalivemultimedia presentation theinteractionisdone
with the help of apresenter or performer.

14. (a) Multimediafilters, (b) Multimedia, (c) Authoring, (d) Hypertext.
15. (a) True, (b) False, (c) True, (d) True.

1.9 QUESTIONS AND EXERCISES

Short-Answer Questions

1. Writethevarioushardware componentsof multimediasystem.
2. What are multimediadevices?
3. What do you mean by presentation devices?
4. Write short noteon:
(8 Bluetooth
(b) Wi-Fi
5. What areauthoring tools?
6. What roledoes crossplatform compatibility playsin multimedia?

Long-Answer Questions

1. Explaintheneed of multimedia.

2. What are different types of display devices? Explainthemin detail.
3. Describevariouselementsof multimedia

4. Explainall classesof multimediadevices.

5. What are different typesof commercia tools?

6. What do you mean by multimedia standards?Give some examples.



UNIT 2 MEDIA TYPES

Structure

2.0 Introduction
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2.7 Summary
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2.0 INTRODUCTION

In this unit, you will learn about various media types. Text is a fundamental building
block ina multimedia system. It is one of the most widely used and flexible means of
presenting information and conveying ideas in a multimedia environment. In order to
represent text in a digital form, each character of a particular language has to be
related to a specific bit pattern. Hypertext is a special type of formatted text. HyperText
Markup Language (HT ML) is a document-layout and hyperlink-specification language
that is used to create hypertext documents and web pages.

You will also learn about compressed data. It occupies less space for storage
and also takes less time for communication. The data may be text, image, audio, video
or animation objects. There are fundamentally two types of data compression—Ilossy
and lossless. Huffman coding functions by analysing the relative frequency of occurrence
of different characters in a text file.

You will also learn about images. Animage is the representation of an object or
a two- or three-dimensional scene on a planar region (spatial representation). Images
can be generated and stored in a personal computer in two typically different ways,
such as vector graphics and bitmapped.

Masking occurs when one sound prevents us from hearing a second sound.
When you hear a loud sound and a soft sound simultaneously, your ears receive both
the sound signals but our brain ignores the soft one and as a result you cannot ‘hear’
the soft sound. This phenomenon is known as masking. MIDI isa standardized protocol
or procedure set. Manufacturers of musical instruments, computers and computer
software now routinely adopt MIDI protocol.

Finally, you will learn about extended images and digital ink. Extended images,
such as route panoramas, scene tunnels, panoramic views and spherical views are
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acquired in an urban area and associated with geospatial locations. To generate a
scanning path based on visibility, image properties, and importance of scenes a 3D
LIDAR elevation map is used.

2.1 UNIT OBJECTIVES

After going through this unit, you will be able to:
e Discuss about types of text used in multimedia in different variations
o Identify different font types that facilitates digital text processing
e Describe the various color models and the steps involved in image processing
¢ Explain the digital image interface standards
e L earn about the basics of digital audio processing
o Explain the significance of and video speech recognition
¢ Understand the basics of extended images
e Define digital ink

2.2 NON-TEMPORAL MEDIA TYPE

Non-temporal media in also known as a static media. It has the same representation
regardless of time. The following sub-section will discuss various non-temporal media

types.
2.2.1 Text

Text is a fundamental building block in a multimedia system. It is one of the most
widely used and flexible means of presenting information and conveying ideas in a
multimedia environment. It is used in a multimedia environment to communicate
something in awritten language. It can be in English, Hindi, Bengali, Russian, Chinese,
etc,.

Now each language has its fundamental units—called characters. The characters
form a set of alphabet to be used in written communications.

An alphabet is acomplete standardized set of letters—the basic written symbols
to communicate in a particular language. For instance, the English alphabets include a,
b, c,d, ..., z; the punctuation marks (comma, full stop, exclamation, etc.); the digits O,
1,2, 3, ... 9and the common symbols (such as + — =); etc. For certain languages,
such as Chinese and Japanese, alphabets consist of a set of symbols or characters
where each character or symbol represents a whole word or concept. The Japanese
Kaniji alphabets contain at least 2111 symbols.

Text is used in multimedia in three different variations (i) unformatted or plain
text, (i) formatted text and (iii) hypertext.

Types of Text

An overview of all the three types of text follows:



Plain or Unformatted Text

The plain or unformatted text is the most elementary fixed size character sets. The .txt
file created using notepad is an example of plain text. In order to represent text in a
digital form, each character of a particular language has to be related to a specific bit
pattern. Or in other words, you can store each character of a particular alphabet
digitally, if you can map each character with a particular value (to be stored as a Bit
pattern).

You can understand that to store the 26 letters of the alphabet for both upper
and lower-case letters, along with the punctuation marks and the ten digits (0 to 9)
only 26 number of unique code values (also called code points) is required, whereas
for the 2111 characters of the Japanese Kanji alphabet, 2111 number of unique code
values is required. Thus, the code points required for representing the English alphabet
is significantly less than that required to store the characters in the Kanji alphabet.
It is imperative that in order to effectively share the same textual content between
different makes of computers and transfer texts over networks among computers
from different manufactures, standardization of the character sets for each alphabet is
amust.

Formatted Text

In a formatted text, control characters manage the appearance of the text. As a
result, you can make a string of text appear in any combination of bold, underlined,
italic, paragraphed and tabulated style. Such formatting options are available in most
text processing software, for example, MS Word, and other publishing software. Using
these features awhole document may be formatted in a specific style for the paragraphs,
sections and chapters. At the same time, a single character or a word ina document
can also be formatted.

The control characters used in the application software may vary. So the
appearance of a document created using MS Word may look differentinan HTML
document and vice versa. However, the control codes are getting more and more
standardized so that the text formats, indentations, tabulations, etc., remain the same
when you print the document or view them using another word processor.

Remember, ina formatted text (also called rich text) apart from using character
strings of different sizes, shapes and styles, you can also use tables, images and graphics
at suitable locations.

Hypertext and HTML

Hypertext is a special type of formatted text. In the context of text being used as the
fundamental building block of multimedia applications, the powerful processing
capabilities of acomputer can be applied to make the text more interactive and organize
the content in non-sequential way. By positioning the mouse pointer on a portion of a
text (a word or even a paragraph on the screen called anchor) and then clicking, you
may jump to the linked destination and display multimedia information (text, image,
video, etc.) in the same screen or on another screen. Hypertext is a special text
format that is used to link multimedia information in a non-sequential way. In other
words, instead of displaying information in a hierarchical way (like a long article written
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on a piece of paper), you can organize them in logical blocks and create information
path or links to navigate. This is what hypertext is. It allows learners to browse through
the text material in a way that suits them; there is no predetermined order as such in
which the text is to be read. One cannot do this type of nonlinear and associative
navigation in a sequentially organized book.

The meaning of the word “hyper’ is something close to ‘extra’ or *beyond’.
That is, there is something more behind the text you see. It may be connected to
another related text material, which again may have links to some new set of words or
sections or even whole new documents, and so on. Hypertexts are marked in some
visible way (colored or underlined), to differentiate them from the ordinary text. On
positioning the cursor over a hypertext, it changes to a pointing finger. If you click the
text you can jump directly to additional available information through a predefined
cross-reference or link. A particular piece of information in a hypertext system can,
thus, be approached from a variety of reference points or nodes. For example, you
must have experienced navigating through the help-module of Microsoft Word or
Windows or any other good package. All the terminologies in a page that need further
explanation or illustrations are hyperlinked to relevant help pages or sections.

HyperText Markup Language (HTML) is a document-layout and hyperlink-
specification language that is used to create hypertext documents and Web pages.
Almost all documents viewed on the World Wide Web (WWW) are HTML documents.
It tells how to display the contents of the document including text, images and other
supported media.

Basically, HT ML files are just plain ASCII text files that can be created in any
standard word processors even in Windows Notepad. Such files contain two things—
the normal textual content and the markup ‘tags’. These tags are HTML instructions
written within ‘<, “>” symbols specifying the presentation format (such as size, font,
color, location, etc.) of the textual content. The markup tags are usually paired with an
ending tag starting with a slash (</[tag]>). For example, any text between the tags
<b> and < /b> will be displayed in bold by the browser. Web browsers, as their
name suggests, are used for browsing through web pages on the Internet Websites.
The browsers can edit, save, read and display HTML files. Netscape’s Navigator and
Microsoft’s Internet Explorer are the two top ranking Web browsers. Both offer a
core set of features conforming to HTML so that text, images and links can be handled.
Tags can be used to establish hyperlinks to documents, image files, music files, Java
applets, etc., from within the document. Ifthe HTML file containsa <a href>tag,
the browser knows that what follows describes a hyperlink to another document.
Tags are often followed by a list of tag attributes. For example the <img> tag, which
embeds an image in the document, can be used as <img src = ‘images/
sample_pic.gif’ border = “0” width = “*30” height = “27">,
src, border, width, height are all attributes of the <img> tag with attribute
values within’. The <HTML> and the </HTML> are the first and last lines ofa HTML
file. Files without the <HTML> tag can be misinterpreted as text only file, and the
markup tags as mere text.



HTML presumes a Document Type Definition (DTD), which specifies valid tag
names, attributes and their syntax. However, once you understand their properties
and uses, coding or marking up adocument is quite simple. HTML translators are built
into many words processing software (such as MS Word, WordPerfect, etc.). So you
can save a word processed document with its text styles and layout converted to
HTML tags for headers, bolding, underlining, indenting, and so on. These works well
for simple text documents but the real power of HTML can be exploited only in
dedicated WY SIWYG (What You See Is What You Get) HTML editors, such as
Microsoft’s FrontPage, Adobe’ s Pagemaker or HoTMetal Pro from Soft Quad.
The Netscape Communicator editor offers a point-and-click interface for inserting
valid HTML tags; elements; Java applets; JavaScript, and supports in-line plug-ins,
such as Acrobat; Shockwave; RealAudio and others, so that multimedia can be
incorporated in your HTML document.

Font

A font isacollection of characters of a specific style and size of a particular typeface.
For example, Times New Roman is a typeface and you may choose different fonts
(having specific style and size) fromwithin it:

Times New Roman 14 point Italic—one font.

Times New Roman 14 point Bold—another font.

Times New Roman 12 point Bold and Italic—yet another font.
Similarly, Arial 12 point Normal is a type of font.
And, Arial 12 point Bold is another font

Typefaces are the shapes or graphic representations of the characters, numbers or
special characters that are stored internally in the computer as bits. So, do not confuse
between font and typeface. Some of the common typefaces are Times, Times New
Roman, Arial, Courier, Sans Serif, etc. You may choose different fonts out of these
typefaces.

The three basic font styles are—Regular, Bold and Italic. Other widely available font
styles are as follows:
Underline, Super®™™", Subsiy, Shadow, Emboss, Engrave, Strikethrough, Colo T, etc.

Font style is usually measured in Point, where 1 Point = 1/72th of an inch (or 0.0138
inch). Thus, a 72 point character will be printed or displayed on the screen (in1:1
scale) exactly 1 inch high, a 36 point character 0.5 inch high, and so on.

Now let us get acquainted with a few terminologies that are lent from the
traditional printing press and are widely used in the digital text processing:
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— Meanline Font Size -
X-Height
I N T Ascender
I | Descender
— - Baseline
Cap Height

Fig. 2.1 An Example of a Typeface

Ascender: This is the upstroke or portion of the character that goes above the mean
line or upper level of the normal lower-case character (such as the upper portion of
the character ‘E’ in Figure 2.1).

Descender: This is the down stroke or bottom portion of the character below the
baseline (as inthe letter “p’, givenin Figure 2.1).

Cap Height: The total height (in point) of the capital letters in the font family. (see
Figure 2.1).

x-Height: Considered as the basis of measurement of the lower-case letters (the
letter x is chosen, as it neither has the ascender nor descender).

Leading: (pronounced as ‘Ledding’) used to measure the vertical distance between
two lines of text. This has originated from the days of conventional printing press
where two lines of texts were separated by thin strips of lead.

Kerning: The horizontal spacing between characters. In many word processing
software the kerning can be increased or decreased to make the letters in the words
more spread out or compact.

Sample Text

Font: Arial 48 pt, Bold — with kerning

Sample Text

Font: Arial 48 pt, Bold — without kerning

Example of Kerning

Example of Kerning

There are basically two types of typefaces—and thus two types of fonts—Serif and
Sans serif.

Serif Font: There are some typefaces that have decorative features or flags added at
the end of the strokes. The fonts using these typefaces are called serif fonts. Examples



are Times New Roman, Courier New, Monotype Corsiva, etc. Serif fonts are generally
used for body text as the serifs make reading easier.

Sans-Serif Font: These fonts use typefaces that are without (or sans) any decorative
features or flags at the end ofthe strokes. Examples are Arial, Verdana, Impact, Tahoma,
etc. Sans-serif fonts are generally used for headlines or bold statements.

Some Sans-Serif Fonts Some Serif Fonts
Arial Times New Roman
Verdana Couri er New
Impact Monotype Corsiva
Tahoma Bookman Old Style

erifs I

Serifs are decorative flags The same letter ‘F’ in Arial

Font Types: PostScript, TrueType and Bitmap Fonts

PostScript Font: Inthe early days of text processing and DTP, Adobe introduced a
method of printing and displaying text using special software called Adobe PostScript.
It was a licensed software and was available under license in proprietary printers and
operating systems. Later, Adobe introduced Adobe Type Manager that could display
postscript fonts on both Macintosh and Windows monitors. Multimedia developers
now rarely use it.

TrueType Font: Apple and Microsoft jointly developed a font technology called
TrueType font. It could print smoothly on paper and display clearly on even low-
resolution monitors. This effectively freed both Apple and Microsoft from paying the
license fee to Adobe for using the PostScript Font in their operating systems. The
TrueType font, unlike the PostScript font, does not need any special software to display.

Bitmap Font: Unlike the PostScript and TrueType fonts, the bitmap font actually
uses the images of each character. For each letter typed, a bitmap image representation
of the letter is inserted. Thus, it requires a lot of memory. However, the quality of the
output is constant for a particular font style and size.

Bitmapped and Vector Fonts: Fonts can either be stored as bitmapped or vector
information. Bitmap fonts use one bitmap for each size of a particular typeface. As
the number of fonts (i.e., different typefaces and their sizes) increase the bitmap
information becomes huge thus increasing the file size and also requiring a lot of memory.

The vector fonts draw the characters by using vector drawing primitives using
mathematical functions, thus requiring considerable smaller size than the bitmap fonts.
Also the fonts can be drawn in any size without restrictions as generalized vector
drawing primitives are used. The PostScript and TrueType fonts are examples of vector
fonts.
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For example: Type some text ina Notepad and change the text size to 48 points. First
use MS-Sarif Font, which is a bitmap font, and see how the letters are pixelated.
Next, change the typeface to Times New Roman—see how the letters look smooth

Sample Text

The text typed in MS-Serif Font (bitmap font) in a Notepad
See how the letters look jagged.

Sample Text

The font is changed to Times New Roman (TrueType font).
Observe how the letters now look smooth.

Font Mapping: Some fonts available in the multimedia developer’s machine may not
be available in the user’s machine. In such a case, a default font will be automatically
used, specifying which font will be substituted is known as font mapping.

Text Compression

You must be aware that while processing digital multimedia data, smaller files are
desirable for faster data communication as well as economical storage of data. Data
compression brings down the size of a digital data file so that the preceding objectives
are achieved. Compressed data occupies less space for storage and also takes less
time for communication. The data may be text, image, audio, video or animation objects.
There are fundamentally two types of data compression—Ilossy and lossless. As the
name suggests, lossy data compression results in a compressed data file, which when
decompressed may not be recovered exactly as it was before it was compressed.
Lossy compression techniques are widely applied for compression of image, audio
and video dataas the lossy data compression algorithms utilize the limitations of our
eyes and earsand discard portions of the image or audio signals to achieve compression
and bring down the file size. For example, lossy compression is applied in JPEG image
format and MP3 files. Moreover, the image, audio or video data are inherently analog
in nature and when digitized some data loss invariably creeps in during sampling and
quantization. However, inthe context of textual data, lossy compression techniques
should not be used, as one cannot afford to lose a few characters in a text file, which
may make the text meaningless. Imagine applying lossy compression to a computer
program source code (which is a text file), and the source code is changed after
decompression due to data loss. Lossless data compression usually works by identifying
repeated patterns in a data and encoding those patterns efficiently. In other words,
lossless data compression reduces the redundancy of the patterns ina message. Lossless
data compression is ideal for text. However, it is also used for other media, such as



image, for example, the GIF and PNG image file formats use lossless compression
algorithms only. You will learn the different lossless compression algorithms that can be
applied to text compression.

Huffman Coding

Huffman coding functions by analysing the relative frequency of occurrence of different
characters inatext file. The characters in the text file that have the highest frequency of
occurrence are assigned the shortest encoding with the fewest bits. Characters with
lower frequencies get assigned longer encoding with more bits. Thus, compression is
achieved by overall saving in the total number of bits.

Lempel-Ziv (LZ) Coding

In Huffman coding the frequency of each character in the text file is analysed for the
encoding operation. In the Lempel-Ziv method, instead of using a single character, a
repetitive string of characters is encoded and a table is maintained by both the encoder
and the decoder when the character string is encountered repetitively, instead of using
the ASCII characters, the encoder points to the index number against which the string
is stored inthe table. During decompression the decoder converts the index number to
the original string as per the table. For example, consider the text, ‘she told me you
told her I told you not to tell her’. Here, the strings ‘told’, “you’and *her’ can be
represented only once and subsequently pointed to by all later calls to those strings.

File Formats

As you have already seen, text can be used in a wide variety of applications, such as
computer programsource code, log file, mail message, formatted or unformatted text
to name a few. In the context of text as a multimedia object, you will note down a few
text file formats here.

Unformatted Text (TXT)

The unformatted text documents can be created by Windows Notepad or any
standard program editor. The data can be encoded in ASCII or Unicode (UTF-8 or
UTF-16).

Formatted Text (DOC)

The formatted text document created using Microsoft Word or WordPad packages
have by default the .doc extension. This format is very common and has a rich set of
formatting features. It also supports images and graphics. Most open source word
processing software these days supports this format.

Portable Document Format (PDF)

This format was developed by Adobe Systems for cross platform file exchange. The
format supports image and graphics. It requires proprietary software to create (Adobe
Acrobat Writer). However, the Adobe Acrobat Reader (PDF) is available free of cost.

Rich Text Format (RTF)

This format was developed in 1987 by Microsoft for exchange of formatted text
across different platforms. It can be edited by MS Word or WordPad. The control
characters are editable.
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2.2.2 Image

An image is a very important component of digital multimedia. It is the representation
of an object or a two- or three-dimensional scene on a planar region (spatial
representation). It can be a photograph, a map or an analog video signal (a video
footage is nothing but moving images and audio). In the context of computer graphics,
the image is always in digital format. It is, therefore, very important to understand how
digital image is created, stored, edited and transmitted, as it is the fundamental building
block for both graphics and video.

A digital image can be considered as a set of picture elements (pixels). These
pixels are like the tiny dots or pigments on a photograph printout arranged in rows and
columns that makes up the image. Each pixel corresponds to a color value at a particular
portion of the image.

Image Types

Images can be generated and stored ina personal computer in two typically different
ways. One is called vector graphics and the other is referred to as bitmapped.

A piece of vector art is a file that contains descriptions of how to generate the
image but not the actual image itself. A vector graphics program (generically called
drawing program) creates a sequential list of graphic commands to draw lines, curves,
text, etc., with associated parameters, such as screen location, size, color, rotation
angle, width, style, etc. This type of list-file is often referred to as a display list/file.
Such afile must be rasterized before it can be presented as an actual image on screen.

While a vector graphic is edited, the properties of the lines and curves, which
explain its shape, are changed. Without altering the quality of its form, one can reshape,
resize, move and modify the color of a vector graphic. Being resolution-independent,
vector graphics may be displayed on output devices of varying resolutions without
losing any quality.

Mostly, the CAD packages, business packages for drawing charts and graphs
and some DTP package, such as Corel Draw, etc., use vector files of specific formats.
Some ofthe vector file formats commonly used in IT industries are:

e Postscript file.

e Computer Graphics Metafile (*.CGM).

e Windows Metafile (*.WMF).

e Hewlett Packard Graphics Language or HPGL (*.PLO).
e Data Exchange Format (*.DXF).

PostScript files, developed by Adobe, are generated by DTP packages and
authoring systems while WMF was developed by Microsoft, and it is an excellent
format for image interchange between Windows applications. HPGL is an interpreted
vector description language meant for plotters, and DXF is the most widely accepted
format for interchange of engineering graphics data between different CAD packages,
such as AutoCAD, etc.

Another type of vector image specifies the content in full three-dimensional
form. Here the objects are not what get drawn inthe image. Instead a view of those



objects is drawn. This substantially more complex process is called three-dimensional
rendering.

A bitmapped image, in contrast, has in the file the actual pixel image data. That
is, it simply holds the color number for each dot or pixel in an image. The size of such
files depends on the image size and how many colors are to be used per pixel, i.e., the
color depth. For a 256-color range and standard VGA (640 x 480 pixels) full screen
display the size of a bitmap file is 640 x 480 x 8 bits, i.e., 307200 x 8 bits or 307200
bytes or 300 KB. This is because for each pixel 8 bits are required for storing color
value anything up to 256. However true-color images (24 bit, more than 16 million
color) provide the highest quality, and they are the best way to represent photographs
on computer screen. Out of the 24 bits per pixel in high quality true-color images, 8
bits are used to describe intensities of each of the three basic color signals—red, green
and blue of RGB color model. White color is displayed when all RGB signals are at
full intensity and black occurs when there is no signal.

As soon as a bitmap graphic is edited, the pixels are altered but not the lines and
curves. The former are resolution-dependent as the data unfolding the image is set to
agrid of a particular size. However, editing a bitmap graphic alters the quality of its
appearance. For instance, resizing a bitmap graphic make the edges of the image
ragged because pixels are redistributed within the grid. Showing a bitmap graphic on
an output device that has a lower-resolution than the image also degrades the quality
of its appearance.

Left: Onthe left, the vector image of a leaf is shown by points through which lines and
curves pass making the shape of the outline of the leaf. The color of the leaf is determined
by the color of the outline and the area enclosed by the outline.

Right: The bitmapped-image of a leaf is described by the specific location and color
value of each pixel, creating a more realistic image.

Color Models

The various color models are discussed in the following sections.

Light is an electromagnetic wave. The human eye is able to ‘see’ only a very
small part of the total range of electromagnetic radiation called the visible light. The
wavelengths light waves visible to a normal human eye is roughly 400 to 700 nanometres
(1 nm = 10° metres). You cannot see light waves with wavelength above 700 nm
(infrared light) or below 400 nm (ultraviolet light). The visible light range in the
perspective of the total range of electromagnetic radiation is shown in Figure 2.2.
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Fig. 2.2 Visible Light Range

Within this narrow frequency band of visible light, you can perceive different
colors for different wavelengths of the light wave. When the light waves fall upon the
color receptors of our eyes, our brain translates the contact between the waves and
the eyes as color perception. So the perception of color is a complex physical and
psychological phenomenon.

The nature around us is colorful. Yet, you can hardly ever see around a pure
color of a single wavelength. Amixture of wavelengths generally creates the colors you
see around us. The red color of a cricket ball may look like pure red to us, but a
spectrometer analysis will reveal that it is actually a combination of wavelengths (having
wavelengths near the 700 nm range). Aspectrometer is used to break up a color into
its component wavelengths.

Light waves having a single wavelength are called monochromatic light, and the
colors produced by a visible light of a single wavelength are pure spectral colors. The
light produced by a laser torch is monochromatic, having a single wavelength.

Two well-known color models, namely the HSV and HLS color models, adopt
this approach. Another way to look at color is as a combination of three primary
colors. This color model is also called device color model because output devices,
such as the Cathode Ray Tube (CRT) or the Liquid Crystal Display (LCD) monitors
utilize the Red Green Blue (RGB) color model and color printers utilize the Cyan
Magenta Yellow (CMY) color model. Different color models have advantages in
different situations, and one cannot identify a single color model as the best. The
different color models are briefly discussed as follows:

RGB Color Model

One approach to create a broad range of colors is by suitable combinations of three
primary colors. Three colors are primary with respect to one another if none of them
can be created by any combination of the remaining two. For instance red, green and
blue are the three primary colors, as you cannot create red by the combination of
green and blue, green by combination of blue and red, and so on.



The red, green and blue (RGB color model) is chosen because the cone cells in
the human eye that are responsible for sensing color of a light, or the colors receptors,
are particularly sensitive to these three hues.

Any color can be defined within the color gamut of the RGB color model by
combining suitable amounts of red green and blue light energy respectively. In other
words:

C=rR+gG+bB

where r, g, and b are the relative amounts of red, green and blue color and C is the
resultant color.

CMY Color Model

The CMY color model is another model where the primary colors chosen are Cyan
(C), Magenta (M) and Yellow (Y). Inthe CMY color model a color is divided into
three primaries—C, M and Y, using a subtractive rather than an additive color creation
process.

The CMY model is widely used in professional four color printing processes.
The color printer is programmed to combine different amounts of cyan, magenta and
yellow inks to create a color. Since in the subtractive model the addition of C, M and
Y make black color, ideally you should have used maximumamount of cyan, magenta,
and yellow ink to produce black. However, in reality it produces not black but a
muddy brown color. That is why, in actual practice, a fourth component—pure black
ink is used in the professional four-color printing press and in all the standard color
laserjet and inkjet printers.

HSV and HLS Color Models

You have seen how color is represented by three primary color components. The
main disadvantage with primary color combination (RGB or CMY) is that it not intuitive.
That is, you cannot intuitively guess what amount of r, g and b or ¢, mand y would
combine to produce a color, such asbrown or orange (say). The Hue, Saturation and
Value (HSV) and Hue, Lightness and Saturation (HLS) models have been developed
on amore intuitive approach. In this method, it is possible to describe a color in terms
of its hue (i.e., the perceptual similarity with essential color, such as red, green, blue
and yellow), its lightness (luminance or value or brightness), and its saturation
(i.e., the purity of the color). Boththe HSV (or HSB) color model as well as the HLS
model represent color in this way.

The HLS color model is essentially the same. You can create the HLS color
space from the HSV color space and take a mirror image of the hexacone to get a
double cone. The hue and saturation are represented as in HSV model, but the lightness
parameter varies from 0 at the black point to 1 at the white point at the opposite end
of the double cone.

Steps in Image Processing

Digital image processing refers to processing of digital images by means of a digital
computer where the input is an image and the output is another image or a set of
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characteristics or parameters acquired from the image. The basic steps in image
processing as applicable to digital multimedia are:

e Image Acquisition: Image may be acquired from analog source, such as a
conventional photograph or a frame of a video clipping, or it may be available in
digital form like a photograph taken with a digital camera. Generally, digital
camera and scanners are the input devices for digital input.

e Image Editing: As the name suggests, image editing in the context of digital
multimedia involves the following processes all or some of which may be applied
on the image that has been acquired in digital form:

o Enhancement to bring out the obscure part of an image or highlight certain
portion. Image enhancement is a very subjective topic and demands technical
as well as artistic acumen.

o Image Restoration is an area where unlike the image enhancement, which
is subjective, the quality of the image is improved based on mathematical
parameters of the image data and rectify any degradation already existing in
the image.

o Compression as the name suggests, compression deals with techniques for
reducing the storage requirement or the bandwidth required to transmit it.

e Image Output: Once the image has been acquired in digital form and edited or
processed, the edited image is generally out put using a standard output device,
such asa computer monitor or a printer. Or else, the image may be utilized in
another multimedia object like a video or an animation.

Interface Standards

With the popularity of digital cameras/webcamand scanners increasing and their cost
coming down, huge number of makes and models of these data acquisition devices
have flooded the market. This has led to the necessity for standardizing the interface
between the data acquisition devices and the computer in an easy plug-and-play way:.
You will learn here two main digital image interface standards—TWAIN and ISIS
standards.

TWAIN

TWAIN is an image capture API, developed by consortium of Hewlett-Packard,
Kodak, Aldus, Logitech and Caere for Microsoft Windows and Apple Macintosh
operating systems. The API uses a four-layer protocol (device layer, acquisition layer,
protocol layer and application layer) for connecting TWAIN compliant devices with
TWAIN compliant applications, mostly through USB interface. TWAIN permits
software applications to work with image acquisition machines without knowing anything
about the machine itself. Ifa machine is TWAIN compliant and a software application
is TWAIN compliant, both should work together regardless of whether the software
was put together with the device driver of the image acquisition device when it was
purchased. Also, it is possible to connect multiple TWAIN compliant image acquisition
devicesto a PC simultaneously.

Image and Scanner Interface Specification

The Image and Scanner Interface Specification (ISIS) has more functions than TWAIN
and is mainly used with the SCSI-2 interface. While TWAIN is developed and



maintained by TWAIN Working Group — a non-profit organization, the ISIS is
developed and maintained by a company—NM/s Pixel Translations.

Specifications of Digital Images

You have already learned that digital images can be created in three basic ways: raster
graphics or bitmapping, vector graphics and procedural modelling. Bitmap images
are created as a two-dimensional spatial image by storing pixel information along rows
and columns of a pixel grid. Bitmaps are generally created by scanners, digital cameras
and paint programs, such as Corel Paint Shop Pro®, (image processing programs)
Adobe Photoshop®, etc. Vector graphic images, on the other hand, are created using
graphics primitives, such as lines, arcs, etc., governed by mathematical equations
describing the shapes and colors are applied to those primitive shapes. Examples of
vector graphics programs are Adobe Illustrator® and CorelDraw®, Autodesk
AutoCAD®), etc. You canalso draw digital images by means of a computer program
using mathematical functions, control logic and often some recursive procedure, which
is called procedural modelling. It is also known as algorithmic art. Fractals are
examples of procedural art. Here you will learn about the characteristics or the
specification that affect the quality of digital image the resolution, color depth, color
palette, etc.

Resolution

In graphics, each pixel represents one sample of a portion of the image area. Finally,
the image is divided into pixel information representing a uniform two-dimensional
grid. The number of pixels across a row or downa column corresponds to the number
of samples taken to represent the spatial resolution to which the picture has been
sampled. The more are the rows or columns, the more are number of pixels and the
finer is the spatial resolution at the cost of increasing file size. Resolution gives an idea
of the clearness or detail, and can refer either to an image file or the device, such as a
monitor, etc., used to display it. Image file resolution is expressed as a ratio, such as
800 x 600; a similar matrix, 1024 x 768, for example, is used to characterize monitor
displays. Print resolution is generally expressed in terms of dots per inch (dpi).

Image Size

Image size is the physical dimensions of an image when it is printed out or displayed
on a computer screen. It is normally expressed in inches or centimetres. In some
image editing software (for example, Adobe Photoshop®) image size can also be
expressed in pixels. In that case the pixel resolution (in ppi) is important. Anyway;,
image size depends on both the pixel dimensions and resolution:

If an image (of pixel dimension wx h) is printed using a printer set at resolution
r dpi, the image size of the printout (a x b say) will be:
a=wr
b =h/r
For example, an 800 x 600 pixel image, if printed at 200 ppi, will give a 43 x 33
image.
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Color Depth

In digital system, color depth or pixel depth refers to the number of bits associated
with each pixel in a bitmap. Using one color bit per pixel only monochrome image
would be produced. An image whose color data is represented by only one pixel has
a color depth of one pixel as in a system with a monochrome monitor. To compensate
for the limitations the developers can use a process called dithering and can create
additional shades from an existing palette by varying the density and patterns of the
dots. Incolor displays, it creates colors and patterns by mixing and varying the colors.
Dithering can create a wide variety of patterns for use in backgrounds, fields and
shading as well as for creating half tones. When you represent the pixel depthin 16
bits you have 32,000 colors to choose from. 5 bits of data characterize each red,
Green and Blue (RGB) signal with one bit of color used for the overlay of the text or
other graphics on an image.

Examples of color depth are shown in Table 2.1.
Table 2.1 Color Depth

Colour Depth No. of Colours Colour Mode
1 bit colour 2 Indexed Colour

4 bit colour 16 Indexed Colour

8 bit colour 256 Indexed Colour
24 bit colour 16,777,216 True Colour

Color Management Systems (CMS)

Different graphics application programs and hardware devices, such as Adobe
Photoshop or ImageReady, as well as the scanners, monitors, printers, etc., each have
their own color spaces and basic color settings. A Color Management System (CMS)
is a collection of software tools designed to look after the different color capabilities of
scanners, monitors, printers, image-setters and printing devices to ensure consistent
color throughout the process of print production. In other words, the colors displayed
on the computer screen should be represented as accurately as possible in the final
output. Also, colors should be displayed consistently across different applications,
monitors and operating systems.

A color management system serves as a translator and communicates the color
settings fromone device or software program to another. It also communicates the
assumptions about the primary colors used, the color spaces, as well as the mapping
from color values to physical representations in pixels or ink from one device to another.

The process of color management involves five steps:
e Calibrating the computer monitor.
e Describing or characterizing the monitor’s color profile.

e Creating the color profile of a particular image including the choice of the color
model.

e Saving the color profile information with the image.



¢ Reproducing the image’s color onanother device or application program based
on the source and destination profiles.

File Formats

Utilities, such as Windows Paintbrush or Paint Shop Pro, etc., generate bitmapped
image files in BMP format or in the more efficient PCX format.

Static bitmapped images are often compressed to reduce the file sizes and thus,
to save some disk space and shorten the time it takes to transfer those files over a
communication link. The most common compressed file formats are:

¢ Graphics Image Format (*.GIF).

¢ Tagged Information File Format TIFF (*.TIF).

« Joint Photographic Experts Group JPEG (*.JPG).

¢ Windows Bitmap (*.BMP) and Windows Device Independent Bitmap (*.DIB)

GIF, TIF, DIB and PCX files are compressed in lossless fashion using either
RLE" or LZW ' compression algorithm. That is, only truly redundant bits are squeezed
out, and they all can be returned exactly as they were when the file is decompressed.
None ofthe original images data is deleted in the compression process.

JPEG, on the other hand, is an example of a lossy compression. Data from the
original image which is deemed to be redundant is thrown away in the compression
process. (And as you would expect lossy compression yields smaller compressed
files than does lossless compression.) This means that the image resulting from the
decompressed files will differ from the originals to some degree. The tricky part of
these algorithms is their attempt to lose only ‘unimportant’ features of the images and
people are least likely to notice those absent features while viewing the reconstructed
image.

Researches are on for evolving more effective compression techniques. The
objective is to reduce the compression as well as decompression cost and time without
any significant degradation in image quality but at the same time enhancing the storage
savings.

2.2.3 Graphics

The term ‘computer graphics’ was first used by William Fetter in 1960. Fetter was a
graphic designer for Boeing Aircraft Co. The term was actually given to him by Verne
Hudson. The demonstration of computer graphics technology led to the development
of computer graphics. The projects incomputer graphics (like the SAGE and Whirlwind
projects) gave an impetus to computer graphics as a discipline by introducing the CRT
(cathode ray tube) as a viable display and interaction interface, as also by introducing
the light pen as an important graphics input device. The TX-2 computer developed in
1959 by MIT’s Lincoln Laboratory further continued the development of digital
computers and interactive computer graphics.

A light pen, a display unit, and a bank of switches were the main components
connected with the interface on which the first interactive computer graphics system

* Run Length Encoding or RLE, in which recurring pixels of same value are stored as a single pixel
along with the count of number of times the value is to be repeated.

T Lempel-Ziv-Welch or LZW, a proprietary lossless data compression algorithm.
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was based. The TX-2 architecture was integrated with a number of man-machine
interfaces. All that these interfaces needed was a user that would use them to make an
on-line computer. A user was able to draw on the computer with a simple cathode ray
tube and light pen on the TX-2’s console and, the Sketchpad, and with it, the interactive
computer graphics was born. On the TX-2 computer in the Lincoln Labs, the scientists’
research work made them the ‘grandfather’ of Graphical User Interfaces (GUIs) and
interactive computer graphics. The study and experimentations at the Massachusetts
Institute of Technology (MIT) shaped the early computer and computer graphics
industries.

Personal Computers (PCs) became more powerful during the late 1970s. These
PCs could draw both complex and basic designed and shapes. During the 1980s
graphic designers and users realized the significance of the PC, particularly the
Macintosh and Commodore Amiga as a fundamental design tool; one that could not
only draw more accurately, but also save time compared to other methods. SGI
computers, powerful as they were, made three dimensional (3D) computer graphics
effective in the late 1980s. Later these were used to create the first fully computer-
generated short animations. Macintosh has been one of the most accepted tools for
computer graphics in businesses and graphic design studios.

From the 1980s onwards, modern computer systems have frequently used a
Graphical User Interface (GUI) to represent data and information with the help of
symbols, icons and shortcuts, rather than the text user interface. Graphics are one of
the five major key elements in the design of multimedia applications.

Three dimensional graphics became more popular during the 1990s in game
designing, multimedia and animations. ‘The Quake,’ one of the first fully 3D games,
was released in 1996. Toy Story, the first full-length computer-generated animation
film, was commercially released in cinemas worldwide in 1995. Since then, computer
graphics have become more truthful and comprehensive, due to more advanced
computers and better 3D modelling software applications.

Computer Graphics

Computer graphics is the discipline of producing pictures or images using a computer.
It includes creation of model, manipulation and storage of geometric objects,
reproduction (an image converted from a scene), transformation (primitive graphics
operations), illumination, rasterization, animation, and shading of the image.

Computer graphics are broadly used in such activities as graphics based
presentations, paint systems, image processing, simulation, virtual reality and Computer-
Aided Design (CAD) and entertainment. From the earliest text character
images of a non-graphic mainframe computers to the latest photographic quality images
ofa high resolution personal computers, from vector displays to raster displays, from
two dimensional (2-D) input, to three dimensional (3-D) input, computer graphics has
gone through its short, rapid changing history.

Types of Computer Graphics

In general, there are two types of computer graphics: vector (which is composed of
paths) and raster (which is composed of pixels). Vector graphics use mathematical
relationships between pixels and the paths connecting them to represent an image.



\ector graphics are composed of paths. The image in Figure 2.3 (a) represents a
bitmap and the image in Figure 2.3 (b) represents a vector graphic. Classically, raster
images are more commonly called bitmap images. A bitmap image uses a matrix of
individual pixels where each pixel in the image may contain different colors or brightness.
Bitmaps consist of pixels. They may be shown at four times of the actual size to
overstress the fact that the edges of a bitmap become uneven as it is scaled up.

=, ]

7

LF

Fig. 2.3 (a) Bitmap Image Fig. 2.3 (b) Vector Graphic

With the help of various image handling tools and by using point-to-point method
rather than by pixels alone, computers can display various fonts and images. When a
user scales an image up, the advantage of using a page-description language such as
PostScript becomes clear. The more jagged it appears, the larger the user displays a
bitmap. On the other hand, a vector image remains even at any size. That is because
PostScript and TrueType fonts always appear smooth and they are based on vectors.

One can partially overcome the uneven appearance of bitmap images with
the help of *anti-aliasing.” Anti-aliasing can be defined as the application of frail
transitions in the pixels along the edges of images to minimize the uneven effect as
shown in Figure 2.4 (a) A scalable vector image always appears smooth as shown in
Figure 2.4 (b).

Fig. 2.4 (a) Anti-Aliased Bitmap Image

Fig. 2.4 (b) Smooth Vector Image
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Bitmap images require higher resolutions (large number of rows and columns in the
screen) and anti-aliasing for a smooth (even surface) appearance. On the other hand,
vector-based graphics are mathematically much more useful and appear smooth at
any resolution.

Graphics Primitives

A pixel (also called picture element) can be defined as the smallest piece of information
in an image. Pixels are normally arranged in a regular two-dimensional grid (matrix),
and are frequently represented using squares, rectangles or dots. Each pixel represents
a sample of an original image, where more samples characteristically provide a more
precise representation of the original image. The brightness of each pixel is incompatible.
In typical color systems (like RGB or CMYK), each pixel has three or four basic
color components, such as Red, Green and Blue (RGB system), or Cyan, Magenta,
Yellow and Black (CMYK).

The display resolution of a digital television or computer monitor typically refers
to the number of distinct pixels in each dimension that can be displayed.

A palette is a given finite set of colors for the management of digital images or a
small on-screen graphical element for choosing froma limited set of choices which are
not necessarily colors.

Graphics Image File Format

There are several graphic image file formats that are used by most of the graphics
systems. The following are the most regularly used formats:

Web Document Images

Web document images can be of two types as follows:

(@) Graphics Interchange Format (GIF): Images made using this format use a
fixed color palette which is limited to only 256 colors. This format downloads
small, compressed files quickly from the Web. This format is most suitable for
images with solid colors or uniform colour areas, such asillustrations and logos.

(b) Joint Photographic Experts Group (JPEG): These files are used for
photographic (continuous color tone) images, i.e., those images that have a
continuous color tone. Unlike the Graphics Interchange Format files, the Joint
Photographic Experts Group format takes advantage of the full spectrum of
colors available to the display unit. The JPEG format also uses compression for
making smaller files and for obtaining faster downloads over the World Wide
Web. However, unlike the compression method used in GIF files, the JPEG
compression is also ‘lossy compression’ which means it discards some data in
the decompression process. Once afile is saved in the JPEG format some data
is lost permanently. But this does not affect the image.

Printed Documents

The following are the two types of printed documents.

(@) Encapsulated PostScript (EPS): It is an image file format used for both
vector graphics and bitmaps. EPS files have a PostScript description of the



graphic data within them. The EPS files are exclusive in that the graphics users
use them for bitmap images, vector graphics, type or even entire pages.

(b) Tagged-Image File Format (TIFF): Such files are used for bitmap format
only. The TIFF formats are the files that are supported by virtually all graphics
applications.

2.3 TEMPORAL

The media that has an associated time aspect is called temporal media. Its views
changes with respct to time. The temporal of a multimedia systemincludes the following
for its functionality:

2.3.1 Audio

Digital audio applications involves recording sound (with the appropriate sampling
rate and sample size), selecting the right type of microphones to suit the specific purpose,
using the right type of sound card, RAM, hard disk speed and processor and editing
software for recording and editing. Also knowledge and experience are required for
compression of audio files, selecting the right file type for storage, applying special
effects, and identifying and rectifying the imperfections in recorded audio. In this
treatment, you will deal with the concepts underlying digital audio representation and
how to apply these concepts in digital audio processing.

Sound or audio is one of the most significant components of digital multimedia.
You may have noticed that while all the other multimedia components, such as text,
images, graphics and video are sensed through our eyes, sound is essentially perceived
through the hearing organ—the ears. However, just like our eyes, our ears, on hearing
asound, send nerve impulses to the brain to stimulate a complex series of psychological
and physical response. A haunting melody of the 1960°s may set a blissful mood for
one person, while it may bring some sad recollections to another and fill the heart with
SOITOW.

In any quality multimedia production, two things are to be considered while
using sound —Yyou have to keep provision for interactivity to control the sound and
provision should be there to effectively convey the meaning of the multimedia
presentation to the hearing impaired persons or where computers are not available
with sound card. You can provide transcriptions and captions to address the second
requirement.

Acoustics

Before you delve further into the details of application of audio in multimedia production,
let us brush up our understanding about sound wave and its different characteristics.
Sound is generated by vibration of matter. The ‘matter’ or the medium may be solid,
liquid or gaseous. It may be a guitar string or the stretched skin of a drumor the air
column ina flute or our voice box. As the matter vibrates, pressure variations develop
inthe medium surrounding it. This alternating high and low pressure travels through the
medium (air, water or any solid material) in a wave like motion. When the wave reaches
your ear, you hear a sound. Everyday, you hear thousands of sound around you. Yet
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they are all different from each other. What make two sounds different? To know this
acoustics or the branch of physics that studies sound will be briefly discussed.

Nature of Sound Waves

You will learn some key terms of acoustics that are often quoted in multimedia world
and will be often used in this and in subsequent sections. In this process, you will
examine the nature of sound waves and how acoustics is applied in digital multimedia
applications.

Frequency

When sound travels through air, alternating high and low pressure are created along
the wave path. You can put your hand in front of a loudspeaker in full blast and feel it.
The frequency is the number of alternating high and low pressure oscillations per
second at a fixed point occupied by a sound wave. One single oscillatory cycle per
second corresponds to 1 Hertz (or Hz in short).

The commonly followed abbreviations are:

Hertz - Hz
Kilohertz > kHz
megahertz > MHz
second =2 s

Key equations:
1Hz=1Cycle/s
1 KHz = 1000 Hz
1 MHz = 1,000,000 Hz

Period

The amount of time taken by a wave to carplete ane cycle is the period of the
wave. Period ad frequency are reciprocals of each other.

If T be the period and f the frequency of a sine wave, then
T=1Uf and f=1T

Amplitude

When sound travels through a mediumthe particles are subjected to alternating high
and low pressure. The pressure amplitude of a sound wave (see Figure 2.5) measures
the change in sound pressure inside the wave. In other words, it is the maximum
pressure at any point in the sound wave. The pressure amplitude is frequently referred
to as sound pressure level and measured in decibels or dBSPL, dBspl or dB (SPL).

Also, sound wave displaces the particles of the vibrating medium and
displacement amplitude of a sound wave is the maximum displacement of a point on
the path of the wave and is measured in units of distance.

Amplitude

\ 4
Fig. 2.5 Amplitude




Wavelength

The distance between two successive crests is known as the wavelength. It is the
distance that a wave travels in the time of one oscillatory cycle (see Figure 2.6).

The wavelength of a sound wave of frequency f and travelling at speed c is
indicated by c/f. Using this relationship, and the knowledge that the velocity of sound
in air isabout 343 m/sec. we may derive that a 20 kHz (or 20,000 Hertz) sound wave
has a wavelength of about 17.15 mm (i.e., 343000/20000). On the contrary, a 20 Hz
sound wave has a wavelength of 17150 mm or about 17 m (i.e., 343000/20) and a
tone of 343 Hz travelling in air has a wavelength of 1 metre (see Figure 2.6)

Wavelength

Fig. 2.6 A Wavelength

Sound Velocity

The velocity of sound inair is about 343 m/sec. The velocity of propagation of sound
is dependent on the temperature, type and pressure of the medium through which it
propagates. In dryair at 20 °C (68 °F) the speed of sound is about 343 m/s.

Waveform

As the name suggests, waveform is the form or shape of a wave. In acoustics,
waveform is the shape of a sound wave travelling through a medium. The medium
may be gaseous, liquid or solid. In order to study a waveform, you plot the amplitude
(pressure or displacement) along the vertical axis and time (or distance) along the
horizontal axis. Figure 2.7 shows a section of the waveform of a musical note.
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Fig. 2.7 Waveform View of the Sound of a Bell (from Audacity)
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Pure Tone Versus Note

Asound with a single frequency is called a pure tone. For instance, if you strike the
prong of a tuning fork, the prong of the tuning fork will oscillate at a particular frequency,
and it will produce a sound with that particular frequency. The pressure caused by the
sound wave can be plotted as continuously changing amplitude on the vertical axis and
time on the horizontal axis. If the sound is a pure tone, the graph will be a single-
frequency sinusoidal wave. The waveform of a pure tone (440 Hz) sound wave is
shown in the Figure 2.8.
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Fig. 2.8 Waveform View of a Pure Tone at 440 Hz (from Audacity)

Dynamic Range of Human Hearing

Humans cannot hear sounds of every frequency. The range of hearing for a healthy
young person is 20 to 20,000 Hertz (i.e., 20 KHz). This range of frequency is called
the audible range. This audible range is kept in mind when creating multimedia audio.
Also, when digital sound for storage is compressed one often cleverly utilizes this
audible range to remove the inaudible frequencies.

The human ear is incredibly sensitive to pressure variations in the air. Atmospheric
pressure is generally measured in Newton/Metre? (or Pascal), often written as N/M?
or Pa, and the average atmospheric pressure at sea level is 10° Pa. The human ear is
capable of detecting pressure variations of the order 2 — 10-° Pa (for a pure tone of
1000 Hz), whichis less than one billionth of atmospheric pressure. Such a soft sound
oscillates the hair cells inside our inner ear with a total peak-to-peak displacement that
is much less than the diameter of a hydrogen atom. Our ears are such incredible
detectors of sound! For a pure tone of 1KHz, if the pressure amplitude is less than
2 x 1075 Pa, then you cannot hear it. So the threshold of hearing can be defined as
the sound pressure of 2x 10-° Pa, which is the minimum sound intensity a human with
good hearing can detect at 1 KHz in a noiseless environment.

The maximum pressure amplitude the human ear can tolerate is about 28 Pa.
The corresponding sound intensity or sound power is about 1 W/m?. If the sound
intensity further increases, it becomes unbearable to the human ear and causes severe
pain. The corresponding sound pressure level is known as the threshold of pain.

Human Perception of Sound: Pitch, Timbre and Loudness

Pitch is the characteristic of a musical sound by which human ears differentiate between
a shrill sound and a dull sound. In other words, pitch is a measure of the frequency of
a sound wave. Ashrill or high-pitched sound has higher frequency than a flat or dull
sound.



Now, a pure tone has a single frequency. However, what about a complex
musical note having a range of frequency components? In such case, the pitch is usually
close to the fundamental frequency of that sound.

In music, musical notes are ordered from low pitch to high pitch forming a scale
that provides the basis for amusical composition. The pitch of a note is usually expressed
by its fundamental frequency. Musical scales generally consist of seven notes that
repeat at the octave.

Timbre is the distinctive quality or tone of a sound that may come froma singing
voice or a musical instrument. Ifyou play the same note (say ‘Sa’) in flute, harmonium
and a grand piano, you will readily identify the instrument even if the sounds are identical
in pitch, intensity and duration; provided of course, you have heard the instrument
before. It is because our brain can judge the frequency components of the notes and
map it with the past experience and make out the identity of the source of sound. The
complex manner by which our brain remembers timbre of a note is not fully understood.
However, once you have learned to identify a particular timbre, you will be able to
identify it even if pitch, intensity and duration are varied. The American National
Standards Institute (ANSI) has defined timbre as “that attribute of auditory sensation
in terms of which a listener can judge that two sounds similarly presented and having
the same loudness and pitch are dissimilar” (ANSI, 1960).

The perception of loudness of a sound to the human ear depends mainly upon
the pressure amplitude, but it also depends upon duration, frequency, presence or
absence of background noises, as well as the sensitivity of the ear. You have learned
that the threshold of hearing can be defined as the sound pressure of 2 x 10~ Pa or
0 dBSPL, whichis the minimum sound intensity a human with good hearing can detect
at 1 KHz in a noiseless environment. If a pure tone at 1 KHz is quieter than this, you
will not hear it. To hear a sound with frequency lower than 1 KHz, the sound pressure
is required to be more than 2x 10-° Paor 0 dBSPL. For instance, a tone at 50 Hz will
not be audible at 2 x 10-° Pa or 0 dBSPL. Infact such a tone at 50 Hz will be on the
threshold of hearing at a sound pressure level of 40 dBspl. Similarly, a 10 KHz tone
will be audible at about 5 dBSPL. In other words, a 50 Hz tone at 40 dBSPL, a1
KHz tone at 0 dBSPL and a 10 kHz tone at about 5 dBspl will have the same perceived
level of equal loudness.

Masking

Masking occurs when one sound prevents us from hearing a second sound. When
you hear a loud sound and a soft sound simultaneously, your ears receive both the
sound signals but our brain ignores the soft one and as a result you cannot ‘hear’ the
soft sound. This phenomenon is known as masking. The phenomenon of masking is
one of the most important one in psychoacoustics study, since it gives us a basis for
eliminating sound information that is not perceived anyway. It helps a great deal in
compressing digital audio files.

You are already familiar with the term threshold of hearing. It is the minimum
sound intensity that a human with good hearing can detect a pure tone at 1 KHzina
noiseless environment. This sound level correspondsto 0 dBSPL.
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This means that the threshold of hearing for atone at 1 KHz is 0 dBSPL. For
other frequencies the threshold of hearing is not 0 dBSPL. The threshold of hearing
curve is plotted in Figure 2.9. (a) and (b)

In other words, the threshold of hearing curve gets modified in the vicinity ofa
loud tone. Watch the following graph carefully. Initially, the sine tone (marked A) of
200 Hz at about 10 dBSPL is below the threshold of hearing curve and hence inaudible.
However, the sine tone of 500 Hz (marked B) at about 30 dBSPL is above the
threshold of hearing curve and thus, audible.
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Fig. 2.9 (a) Threshold of Hearing Curve

Next, increase the sound level of the 200 Hz tone to 60 dBSPL. The threshold of
hearing curve gets modified in the vicinity of the 200 Hz tone and the 500 Hz tone now
goes below the modified curve, as a result the 500 Hz tone becomes inaudible (even
though it is very much present). The higher intensity sound is called the masker and the
lower intensity sound is called masked. When compressing digital audio signals, the
sounds that fall below the threshold of hearing curve may be safely discarded. So the
phenomenon of masking can be used cleverly to remove masked data that is inaudible
to human ear and thus, reduce file size.
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With a particular masker tone you cannot mask all the frequencies. A particular masker Media Types
can only mask a limited range of frequencies, beyond which masking will not be effective.
This range of frequencies is called the critical band.

Masking effects are different for different frequencies, narrower for low frequencies,

. : o . NOTES
and broader for higher frequencies as is evident fromthe Figure 2.10.
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Fig. 2.10 Effects of Masking

Elements of Audio Systems

The minimal hardware set-up for digital audio recording consists of the following:
Microphone = Amplifier - A/D Converter - Storage Device (HDD or DAT)
—> D/A Converter - Speaker

Here, you will learn about the basic features of microphone, amplifiers, sound cards
and speakers.

Microphone

The microphone isa device used to capture audio waves and convert to electrical
signal. It is the first component in the preceding chain of components used in a digital Microphone: The

audio studio, and in many ways the most important. Amicrophone is a transducer or a g'i;op%?gzlﬁii Sve;’\'/gz l;f:jd
device that converts mechanical energy (travelling waves of compression and rarefaction convert to electrical signal
in a medium, such as, air water, etc.,) into patterns of electrical current. Despite there
being many different categories, you can divide microphones into two distinct classes
based on their working principles: dynamic microphones and condenser microphones.
Each of these classes contains numerous different designs and several variations of

those designs.

Dynamic or moving coil microphones work by vibrating a thin metallic
diaphragm and an attached coil of wire in a magnetic field. Generally, the thin diaphragm
is attached to a coil of wire that surrounds or is surrounded by a high-powered magnet.
As a magnet goes through a wire or a coil of wire, the magnet induces current to flow
in the wire. Sound wave causes the diaphragm and the coil to move in the magnetic
field that inturn generates small amount of electrical current or voltage. Thus, dynamic
microphones work by electromagnetic induction. More the intensity of the sound,
more is the electric current induced in the coil. Moving coil microphones are very
popular. They are uncomplicated, cheap and robust. As a result, they are most often
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used for field works. They are suitable for both voice and loud instruments, such as
drums, etc.

Another type of dynamic microphones is ribbon type microphone. Here a
very light ribbon of metal, usually corrugated in shape, is suspended in a powerful
magnetic field. The vibration of the ribbon within the magnetic field, as sound wave
oscillates it, generates electrical signal due to electromagnetic induction. Ribbon
microphones give very high quality sound reproduction but are usually very fragile due
to their inherent construction. However, in a studio they can be very effective for both
voice and most instruments.

Condenser microphones work on the principle of electrostatic induction. If
two oppositely charged plates are moved closer or away from each other, they will
result in aflow of current. Inthe condenser microphone, the very thin diaphragm plate
usually coated with metal, functions as one of the plates of a capacitor. The movement
of the diaphragm plates due to incident sound wave changes the capacitance of the
capacitor. Arigid back plate serves as the other plate of the capacitor. An electrical
potential or charge is maintained between these two plates by means of an external
DC source (phantom power) or by a battery. As the distance between the plates
changes due to the attack of the sound wave, current flows in the wire. The amount of
current is proportional to the intensity of the sound or in other words, the displacement
of the diaphragm. Unlike the moving coil microphone, the thinand lightweight diaphragm
of the condenser (without an attached metal coil) allows the condenser microphone to
respond better to fast transient sounds and to high frequencies. Condenser microphones
are becoming increasingly popular for general recording.

Audio Amplifier

Recall the following chain of components that form minimal hardware set-up for digital
audio recording and playback:

Microphone — Amplifier — A/D Converter — Storage Device (HDD or
DAT) — D/A Converter — Speaker

An audio amplifier is a vital component in the preceding audio recording and
playback chain. The audio amplifier takes as input low-power audio signals,
corresponding to sound frequency within the human range of hearing (between 20 Hz
to 20,000 Hz) and amplifies it to a level suitable for driving speakers. An audio amplifier
is an electronic device that uses a series of transistors incorporated into integrated
circuit chips as their primary component.

Loudspeaker

Microphone — Amplifier — A/D Converter a Storage Device (HDD or DAT) —
D/A Converter — Loudspeaker

A loudspeaker is the last component in the preceding audio playback chain.
The loudspeaker is an analog device that converts electrical energy back to sound
energy. The digital to analog converter (D/A converter) sends fluctuating electrical
current to a coil attached to a flexible cone or diaphragm (made of paper, plastic or
metal) and placed in a magnetic field. As the current flows in the coil, attraction and
repulsion between the magnetic fields created by the fluctuating current and the



permanent magnet produces vibration of the flexible cone or diaphragm. This vibrates
the air in front of the cone or the diaphragm, creating sound waves. Thus, the electrical
audio signal is converted to sound wave.

Converters

Analog-to-Digital Converter (ADC): The ADC translates the analog sound waves
into digital data that the computer can recognize. The analog audio signal received
from the microphone or the line-in port is sampled, quantized and the code word is
generated in binary form by taking precise measurements of the wave at frequent
intervals. Sound cards contain at least one ADC converter for each of the stereo
channels. Often the sound card contains more than two ADCs.

Digital-to-Analog Converter (DAC): The DAC converts recorded or generated
digital audio signal to analog form for playback. Sound cards contain at least one
DAC converter for each of the stereo channels (just as they do for the ADCs). Often
the sound card contains more than two DACs.

Some sound cards, instead of separate ADCs and DACs, use a COder/
DECoder chip (CODEC) that performs both the preceding functions.

Even if you can sample audio signals at as high a rate as 96 Khz or 192 Khz, it
is often impractical to sample the audio at that high rate, as sampling at 44.1 Khz
effectively covers all the frequencies within the human audible range, and moreover,
the file sizes become very large.

Digital Signal Processor

The Digital Signal Processor (DSP) is a special type of microprocessor chip designed
to manipulate or process digital signals (audio, image, video, etc.), which have been
converted fromanalog form by the ADC. In a sound card, the DSP used is dedicated
to take the load off the CPU of the computer and performs the mathematical processing
involved in digital audio signal processing.

The DSP determines how many Musical Instrument Digital Interface (MIDI)
channels, sound streams or voices the sound card can support. Hence, it is a key
component of the sound card. Inthe world of synthesizers and audio signal processing,
the termvoice is used to indicate a single note froma single instrument. For example,
if asound card is simultaneously playing back a note from a saxophone and two notes
from piano, then the sound card is reproducing one plus two, i.e., three (3) voicesand
as a result three notes are played at the same time. Modern sound cards can
simultaneously handle 64 voices (also known as 64 voice polyphony).

Memory Bank

This is the local memory of the sound card for storing audio data during digitization
and play back of sound files. Single In-line Memory Module (SIMM) memory banks
were used in earlier sound cards, whereas the new ones use Dual In-line Memory
Modules (DIMM).

Connectors

Asound card typically provides the following external ports:
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Line-Out: Line-out isan un-amplified stereo output that you can connect to amplified
stereo speakers, headphones, tape recorder or DAT recorder, etc. Conventionally,
the line-out port is given lime color. A sound card may have multiple line-out ports. For
example, sound cards that support four speakers may have two stereo line-out ports.

Microphone-In (or Mic): The microphone-in port (commonly referred as mic) is
used for connecting a personal computer microphone for voice or musical input.
Conventionally, the mic is given pink color.

Line-In: Line-inisan un-amplified stereo input used to receive audio source froma
record/playback device, such as CD-player or a VCR. The standard color for line-in
is light blue.

MIDI/Gameport: The MIDI/gameport connector is used to connect external MIDI
devices, such as synthesizers and keyboards and also game controller using a special
type of cable. The standard color is gold.

Speaker-Out/Subwoofer: The speaker/subwoofer connector is used to connect un-
powered speakers or in some cases to powered subwoofers that require a high-level
audio signal input. The standard color is orange.

Wavetable/FM Synthesizer

This chip processes the MIDI instructions sent by the synthesizer/keyboard for generating
sound. You will learn about this in detail later on in this unit. The MIDI wave-table chip
utilizes bits of prerecorded digital sounds. On the other hand, the FM synthesizer chip,
which has almost become obsolete, now generates the sound by combining pure tones.

Amplifier

Most high-end professional sound cards do not have the built-in amplifiers, because
they cater to amplified speakers. However, in the early years of sound cards, mostly
un-amplified speakers were used, and the audio signal had to be amplified in the
sound card itself before they were sent to the speaker for play back. The legacy
continues and you will still find an amplifier circuit built in the low or mid-range sound
cards to cater to playback through the un-amplified speakers.

Musical Instrument Digital Interface

You have seen how analog sound is sampled and quantized to convert it to digital
audio form. Here you will study about yet another way to store information related to
sound in digital form. It is called Musical Instrument Digital Interface (MIDI).

Unlike, a digital audio file (for example, a .wav or a .snd file) a MIDI file
contains information regarding the instrument, the note to be played, the duration of
play, etc. In other words, written in a scripting language, a MIDI file contains the
details of each event or keystroke, the change of note, tempo, etc., as a musician
plays a synthesizer emulating a flute, a bass, a piano or a saxophone.

When contrasted with sampled audio files MIDI data files sizes are very small.
For example, a digital audio file created at 44.1 Khz with 16-bit resolution and two
(stereo) channels (require by files containing high-quality stereo sampled audio)
generates about 10.3 MB of data per minute of sound, while a typical MIDI sequence
might generate even less than 10 Kbytes of data per minute of sound as it consists of



only the commands needed by a synthesizer to play the sounds and not the sampled
audio data. These commands are in the type of MIDI messages that instruct the
synthesizer which sound to use, which notes to play, and how loud to play each note,
etc. Thenthe synthesizer produces the actual sounds.

As MIDI is merely a script describing the musical composition. One advantage
of using MIDI is the ability to easily edit the script and if required change the playback
speed or the pitch or key of the sound independently. So depending on the requirement,
the tempo of a musical composition may be increased or decreased easily to suit that
of the singer.

These days MIDI instruments with sophisticated wave-table synthesis facilities
have revolutionized the digital sound recording studios and their functioning.

MIDI versus Sampled Audio

You are aware that, written in a scripting language, a MIDI file contains information
regarding the notesand duration of notes along with the instrument that will be emulated
to play the note. Each such piece of information or message is called an event in MIDI
terminology.

On the other hand, a sampled digital audio contains large number of quantized
samples (for example, 44,100 samples per second for a mono sound track) so that
when played back they can reproduce the waveform of the original sound. So, inherently
the sampled digital audio files are much larger in size than MIDI files playing the same
music for identical duration.

Also, as MIDI files stores information in terms of the instruments played and the
details of the notes, editing of MIDI music is much easier. You may even edit the MIDI
script such that a particular portion (or even the whole piece of music) of the music is
played in flute instead of say a piano. This is not exactly possible with sampled digital
audio, as there is no discrete start and termination of each musical note in the audio
file.

However, sampled digital audio files, those that are sampled and quantized
properly (for example, 44.1Khz /16bit depth for CD-quality audio), will capture and
play back sound just as it is played with delicate characteristics, such as timbre, changes
in pitch, tone, etc. In other words, the digitally recorded audio retains the characteristics
of the instrument and the musician. As MIDI audio uses synthesized sounds to recreate
each note played on the flute, the same MIDI note will play back exactly the same
sound again and again. To well-trained ears, a MIDI sound may sound artificial and
synthetic than sampled digital audio.

This drawback of MIDI has been corrected to some extent by including additional
information that can be included in the MIDI event, such as how a note should be
modulated or bent. The events also contain information as to how hard a note is
played (how gently or firmly a piano key is pressed to play a particular note), so the
subtle individuality of a master musician is preserved.

If you know how to play a MIDI keyboard or a synthesizer, it will be much
easier for you to create (and edit) a MIDI audio than sampled audio. Simply connect
a MIDI keyboard to the computer, play a musical piece, record the music in MIDI
format, and edit it with any editing program that can edit MIDI. Suppose, you have
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created the musical piece using violinand suddenly feel that the use of flute would have
been much better; just select the piece and change the instrument type from violin to
flute at the click of the mouse. You can also edit individual notes, change the key in
which the piece is played, and fix errors note by note. These are distinct advantages of
MIDI over sampled audio.

Also, as MIDI format is now an industry standard, MIDI music can be easily
transported from one MIDI device or computer to another.

MIDI Standards

MIDI is a standardized protocol or procedure set. Manufacturers of musical
instruments, computers and computer software now routinely adopt MIDI protocol.
MIDI information is transmitted as “MIDI messages’ or instructions telling a music
synthesizer how to play a piece of music. The MIDI protocol defines how these MIDI
messages are constructed, transmitted, stored, and what they denote. As MIDI message
is the key building block for MIDI music, the protocol or standard defining the MIDI
messages have been firmly established. The hardware part of the MIDI protocol
stipulates how two MIDI devices are connected, how MIDI ports convert data to
electrical signals and how the MIDI cables transmit the signal. The software part of the
MIDI protocol specifies the format and specification of MIDI messages.

MIDI Hardware and Software

The following are the various MIDI Hardware and Software:

MIDI Controllers

You have learned that to generate MIDI sound, you have to generate MIDI messages.
The hardware devices that generate MIDI messages are called MIDI controllers.
MIDI controllers can be of various types. Digital musical instruments, suchas a keyboard
or aguitar can serve asa MIDI controller if it is designed for generating MIDI messages.

A MIDI keyboard resembles a piano keyboard and have some extra controls.
The number of keys, controls and sensitivity features varies from keyboard to keyboard.
A standard keyboard has 88 keys. The MIDI keyboards often come with features,
such as touch sensitivity or detection of velocity of the keystroke, after-touch or
how hard you hold down a key and embed this information to the MIDI message.

Fig. 2.11 AMIDI Keyboard



MIDI Synthesizers

On the other hand, devices that can read MIDI messages and convert them into audio
signals for play back through an output device are called MIDI synthesizers.

Some MIDI keyboards can serve as both synthesizers and controllers, that is,
they can both play back sound by interpreting MIDI messages as well as generate
MIDI messages.

Some MIDI keyboards are capable of generating MIDI messages. They are
not equipped to produce any sound. You can select such a silent MIDI keyboard and
connect it with your computer either having a sound card that is equipped to synthesize
MIDI audio or having a MIDI software synthesizer provided by the operating system.

MIDI Cabling

Depending on the connection type (port) available with the computer, different types
of MIDI cables are available. Earlier computers used a 15-pin MIDI/joystick
connection. These days MIDI cables are used connect to the USB port of the computer.
The MIDI-device side of the MIDI cable uses two 5-pin DIN connectors, one for the
in and one for the out port. Athrough port is also available on some MIDI devices to
pass-over MIDI messages directly through to another MIDI device. Astandard MIDI
connection passes data serially at a rate of 31.25 Kbits/sec. Acomputer can address
multiple MIDI devices at the same time using high-speed serial ports.

MIDI Sequencer

Earlier a hardware device called MIDI sequencer was used to receive store and edit
MIDI data. However, now software application programs are available that can perform
the same tasks using a personal computer. You will assume that you will be using a
software sequencer program to edit and store MIDI data. Cubase or Cakewalk are
examples of such MIDI sequencer programs. The sequencer program receives the
MIDI messages generated by the MIDI controller (for example, MIDI keyboard)
and stores them in General MIDI file format (.mid). Many MIDI sequencer programs
allow viewing the MIDI file in different formats including musical notation or an event
list for easy editing purpose.

MIDI Channel and MIDI Track

A MIDI channel is a path for data communication between two MIDI devices. The
solitary physical MIDI channel is split into 16 logical channels by allocating a 4-bit
channel number inside the MIDI messages. AMIDI controller keyboard can be set to
transmit using any one of the 16 MIDI channels. Hence, the channel is the path along
which the MIDI messages are passed from the computer to the keyboard or some
other playback device, such as the synthesizer, etc.

A track, on the other hand, is an area in memory where the MIDI data is
stored. InaMIDI sequencer, you can use the track view-to-view and edit each track
separately. Recording has to be done on a specific track. While using multiple tracks,
individual tracks can be listened or muted separately.

The concept of channels and tracks should be clear. The General MIDI (GM)
standard stipulates 16 channels on a MIDI device. However, in your MIDI sequencing
software you are to decide which track you will designate to which channel. For
example, you can designate track 1 to play on channel 11 and track 2 to play channel
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1. Itis up to you but assign them different channels. If, otherwise, you assign both the
tracks the same channel number you will hear only one of the two instruments playing
in the two tracks.

As per the GM standard, channel 10 is designated to carry drumand percussion
sounds. Hence, if you set a track to record from channel 10, then each key you play at
the keyboard will be recorded as some drum or percussion instrument.

MIDI File Formats

The MIDI file format contains MIDI messages as discussed earlier. The MIDI message
is contained in two chunks of data, header chunks and track chunks. These MIDI
messages can be collected and stored ina computer file system, inwhat is commonly
called a standard MIDI file (SMF) or more commonly called a MIDI file. The SMF
specification was developed and maintained by the MIDI Manufacturers Association
(MMA).

Huge collection of SMFs are available on the web, most commonly with the
extension.mid. MIDI-Karaoke (which uses the .kar file extension) files are an unofficial
extension of MIDI files and are used to add synchronized lyrics to standard MIDI
files.

Audio File Formats

You have seen that digital audio files are saved in wide range of formats having different
file extensions, such as .wav, .mp3, .au, .rm, and so on. The right choice of audio file
type for any specific multimedia application is very important. To select the right audio
file type you should be able to identify the file types and differentiate them.

Common Audio Formats
The following are some common audio formats:

e WAV (.wav): This audio format is chosen as the native format by Microsoft®
for all Windows operating systems. Almost every browser has built-in WAV
playback support and a number of CODECs supporting .wav files.

e MP3 (.mp3): As already discussed, mp3 is the name of the file extension and
also the name of the file type for MPEG-1, Audio Layer-I11. The Layer-I11
coding scheme employs perceptual audio coding and psychoacoustics
compression to eliminate all unnecessary sound that the human ear cannot hear
without sacrificing sound quality. The mp3 CODEC is a copyrighted one and
cannot be used to compress digital audio without licence.

e Windows Media Audio (.wma): It is a Microsoft® file format for encoding
digital audio files akin to MP3. It can condense files at a higher rate than MP3.
Since the WMA files uses the .wma file extension, they can be compressed to
go with diverse connection speeds or bandwidths.

e Real Audio (.ra.ram.rm): Real audio is a proprietary format developed by
Real Networks Inc. It is used for streaming audio that enables you to play
digital audio files in real-time on the Web. However, to use this type of file you
must have Real Player installed in the PC which is, however, freely downloadable.

e MIDI (.mid): You have already studied the MIDI files in details. The file extension
is.mid.



e Audio Interchange File Format (AIFF): Audio Interchange File Format
(AIFF) is an audio file format standard used to facilitate file exchange. The
AIFF files are divided into chunks, each with its own header and data. The
.wav and .aif (Apple) are variants of the AIFF format.

2.3.2 Video

In the previous sections, you have learned how text, image or audio can be used in
multimedia. In this section, you will learn how video works as a key multimedia object
along with the different formats and standards of multimedia video. Digital video is
perhaps the most prominent multimedia object to create impact on its audience. With
the advancement of cheaper storage technology and better video compression
techniques, digital video has become a very widely used multimedia object. The term
‘video’ has been derived from Latin, meaning ‘I see’ or ‘I apprehend’. The term
videography refers to the process of capturing moving pictures.

Video technology has evolved from television technology, but it has now
developed to a great extent to allow consumer digital video recording and playback.
The standards that have evolved initially through analog television and film, then digital
video, and finally to present day HDTV have jumbled up with lot of ambiguous
terminologies and nomenclature. To get rid of this ambiguity, you have to know the
basics of analog video, television technology and film. These are the three close kins of
digital video and have many features in common. Moreover, to understand the
mechanism of digital data communication you have to understand how data is
communicated in an analog manner. You have to understand the concepts of frame,
number of lines in a frame, frame rate, etc. These concepts evolved from analog
television. Knowing them makes it easier to understand the similar issues in digital
video. Another similarity between television and digital video technology is their
requirement for bandwidth. Just as the television in the analog domain requires bandwidth
in the airwaves, the digital video requires bandwidth for transmission across the computer
network. Bandwidth is a costly component, so its requirement is to be controlled and
minimized to keep things economical. You will see what factors influences the bandwidth
and how to control them for digital video. Digital technology is all around us, so you
should have a fair idea about the frequently used terminologies, such as television
screen sizes, resolution, etc.

Video Camera

To understand how digital video camera functions, you should first study some
fundamental aspects of analog video camera.

Analog Video Camera

Inan analog video camera, light comes through the lens and hits an imaging chip,
which reacts to the light with continuously varying voltages. The stronger the light, the
stronger the voltage is. These voltages, after magnification and signal processing,
magnetize the tape particles in a continuously varying (analog) pattern that stores the
signal.

In analog systems, the video signal from the camera is delivered to the video
through the connector cables of a VCR, where it is recorded on magnetic videotape.
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The video signal is written to tape by a spinning recording head that changes the local
magnetic properties of the tape’s surface in a series of long diagonal stripes. The head
is tilted at a slight angle compared with the path of the tape; it follows a helical (spiral)
path and which is called “helical scan’ recording. Each stripe represents information
for one field of a video frame.

You know that color models divide color into three components. In case of
digital still images, you can use the RGB color model—where a color is separated into
its red, green, and blue components. In the analog video, luminance/chrominance models,
suchasthe YUV and Y1Q), it functions better. The luminance — chrominance color
models also need three pieces of information — one luminance (value or brightness)
and two chrominances to represent a color. In case of an analog video, the information
can be passed on in either of three ways — in component, s-video or composite
form.

In component video, separate signals are sent for each part of the three
luminance-chrominance components. Component video has three separate paths for
the information and three connectors at the end. This is the most accurate format for
representing and transmitting video, as crosstalk between the different components is
eliminated. However, it is also very expensive format. Only a few high-end analog
video cameras like Betacam use component video connections (see Figure 2.12).

Fig. 2.12 Typical RGB Component Video Connection

The next way to transmit video is s-video, which utilizes two data paths, one for
the luminance component, and the other for two chrominance components.

In composite video the video signal is sent on just one channel. The signal is
sent on a single channel by compositing the signal. The main disadvantage to this
technology is that the quality of the signal may deteriorate due to crosstalk between
the color (chrominance) and luminance components. Thus, composite video is the
lowest quality of all the three alternatives.

Some of the popular type of analog video camera formats during the 1980s
was VHS, S-VHS and Hi-8. S-VHS had much higher resolution and higher color
quality support than VHS. The Hi-8 video uses a smaller tape, and thus video cameras
were smaller than for VHS. Then came the Betacams. The Betacams used small size



tapes and gave extremely high quality video and became very popular in the news
reporting circuit.

The resolution of any given video camera depends on whether it is NTSC-,
PAL- or SECAM compliant. The number of horizontal lines in a frame is called the
vertical resolution of an image. Now, for an analog video camera, the picture
information is sent as a continuous waveform rather than as discrete pixels in case of
the digital video camera. So the horizontal resolution for an analog video camera is
only indicative. Itis not fixed but lies within a range. That is why you will find that the
preceding standards specify only the vertical resolution, but no horizontal resolution.
The aralog video forets are sumerized in the Teble 2.2.

Table 2.2 Analog Video Formats

Video Year Colour Horizontal | Tape Quality
Format Introduced | Transmission | Resolution | Width
Format

VHS 1976 composite ~240 %" (12.5 consumer
mm)

Betamax 1976 composite ~240 %" (12.5 consumer
mm)

8mm (Video | 1984 composite ~2407?300 8 mm consumer

8)

S-VHS 1987 s-video ~400?425 %" (12.5 high-end
mm)

consumer

Hi-8 1998 s-video ~4007425 8 mm high-end

consumer

U-Matic 1971 composite ~2507340 ¥" (18.75 professional
mm)

M-I1 1986 component ~400?440 %" (12.5 professional
mm)

Betacam 1982 component ~300?320 %" (12.5 consumer
mm)

Betacam SP | 1986 component ~3407360 %" (12.5 professional
mm)

Note: Vertical resolution depends on whether the camera is NTSC-, PAL- or
SECAM-compliant.

Analog video has become outdated with the availability of digital video cameras
at affordable price for personal and professional use. However, analog video cameras
can still be connected to the PC with a video capture card and appropriate software—
and video clippings can be captured in digital format directly on the computer. Also,
using an interface device and a VHS player, an old VHS tape can be played and
captured digitally on the computer. Video capturing is the processing of encoding and
saving video in digital format ona computer.

Digital Video Camera

Just like the analog video camera, digital video cameras detects light coming in through
the lens and scans the image line-by-line. However, here the light intensity is digitally
encoded, unlike the analog camera, where the light is recorded as continuously changing
voltage. Just like the analog camera, the encoded pixel values can also be stored on
videotape. However, the information is analog and thus different from the analog signal.
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A unique sensor converts light into an electronic signal, which is called Charge-
Coupled-Device (CCD), when the light reflected from a subject passes through a
video camera lens. CCD was invented way back in 1969 at Bell Labs, by George
Smith and Willard Boyle and is used in many digital optical devices including camcorders
and digital still cameras to convert light energy to electronic signal. They are also used
in astronomical telescopes, scanners and bar code readers. CCD is a light-sensitive
integrated circuit. It is at times referred to as a chip or microchip that stores and shows
the data for an image in such a way that each pixel (picture element) in the image is
changed into an electrical charge, the intensity of which is related to a color in the color
spectrum. The camera processes the output of the CCD into a signal having three
channels of color information and synchronization pulses (sync). Different video
standards are there for managing the CCD output, each deal with the amount of
separation between the components of the signal.

Some high-quality cameras used for professional broadcasting have as many as
three CCDs (one for each color of red, green and blue) to augment the resolution of
the camera (see Figure 2.13).

Helical scan tape path

Video head

Half-inch video tape .
Audio Track

27 vior

Control Track
Fig. 2.13 CCDs for High Quality Cameras

Transmission of Video Signals

Basically, video or motion pictures are created by displaying images depicting
progressive stages of motion at a rate fast enough so that the projection of individual
images overlap on the eye. Persistence of vision of human eye, which allows any
projected image to persist for 40-50 ms, requires a frame rate of 25-30 frames per
second to ensure perception of smooth motion picture.

Inavideo display:

e Horizontal resolution is the number of distinct vertical lines that can be
produced in a frame.

e \ertical resolution is the number of horizontal scan lines in a frame.
e Aspect ratio is the width-to-height ratio of a frame.
e Interlace’ ratio is the ratio of the frame rate to the field rate.

Constitution-wise there are three types of video signals—component video,
composite video and s-video. Most computer systems and high-end video systems

T In Interlacing, each frame is divided into two fields—odd and even, each consisting of alternate
horizontal lines. Every frame is refreshed fully by refreshing the two fields alternately. Thus,
flicker-free image is displayed at a low refresh rate or bandwidth.



use component video whereby the three signals R, G and B are transmitted through
three separate wires corresponding to red, green and blue image planes, respectively.
However, because of the complexities of transmitting the three signals of component
video inexact synchronismand relationship these signals are encoded using a frequency-
interleaving scheme into a composite format that can be transmitted through a single
cable. Such format known as composite video, used by most video systems and
broadcast TV, uses one luminance and two chrominance signals. Luminance (Y) is a
monochrome video signal that controls only the brightness of animage. Chrominance
is actually two signals (I and Q or U and V), called color differences (B-Y, R-Y) and
contains color information of an image. Each chrominance component is allocated half
as much bandwidth as the luminance, a form of analog data compression®, which is
justified by the fact that human eyes are less sensitive to variations in color than to
variations in brightness. Theoretically, there are infinity of possible combinations
(additive) of R, G and B signals to produce Y, I and Q or Y, U and V signals. The
common CCIR 601 standard defines:

Luminance (Y) =0.299R + 0.587 G + 0.114B

Chrominance (U) = 0.596R - 0.247 G - 0.322B

Chrominance (V) =0.211R-0.523G + 0.312B
The inverse of the preceding transformation formula gives

Red (R)=1.0Y +0.956 U +0.621 V

Green (G)=1.0Y-0.272U -0.647 V

Blue (B)=1.0Y-1.061U-1.703V

Unlike composite video, s-video (separated video or super video as S-VHS) uses
two wires, one for luminance and another for a composite chrominance signal.
Component video gives the best output since there is no crosstalk or interference
between the different channels unlike composite video or s-video.

Digital Video Standards

To improve picture quality and transmission efficiency, new generation televisions
systems are designed based on international standards that exploit the advantage of
digital signal processing. These standards include High Definition Televisionor HDTV,
Improved Definition Television or IDTV, Double Multiplexed Analog Components
or D2-MAC, Advanced Compatible Television, First System or ACTV-I. The HDTV
standard that support progressive (non-interlaced) video scanning has much wider
aspect ratio (16:9 instead of 4:3), greater field of view, higher horizontal and vertical
resolution (9600 and 675 respectively in the USA) and more bandwidth (9 MHz in
USA) as compared to conventional color TV systems.

Video File Formats

Inatelevision transmission system, every part of every moving image is converted into
analog electronic signals and transmitted. The VCR can store TV signals on magnetic
tapes, which can be played to reproduce stored images. There are three main standards

* Known as chroma subsampling where Y’s resolution is 4 times than U’s and than V’s resolution
(horizontal 2 and vertical 2).
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for analog video signals used in television transmission: NTSC, SECAM and PAL.
Television standard in India is based on the Phase Alternate Lines (PAL) system. The
PAL system is followed in the countries with Alternating Current (AC) frequency of
50Hz, such as in UK, Western Europe, Australia, China, India, South Africa and
South America. In this system, the screen resolution is 625 lines but the scan rate is 25
frames per second (to suit the AC frequency). The National Television Standards
Committee guided the development of America’s television standard hence it is called
NTSC. Another 50Hz Standard is Sequential Color Avec Memoire (SECAM). This
standard is mainly followed in France, the Eastern Block and Middle Eastern Countries.

2.3.3 Animation

Literally speaking, to animate is to bring to life, i.e., to put something into action.
Animation makes graphics more realistic by imparting motion and dimension to an
inanimate object. Intuitively though we think of animation synonymous with motion,
technically speaking, it covers all changes that have a visual effect. Thus it may include
time varying position (motion dynamics), shape, size, color, texture (update dynamics)
of an object and also changes in lighting, camera position, focus, etc.

Application

With advancement in computer-aided techniques, today animation is extensively used
in Entertainment (games and movies), Educational and Training presentations,
Advertising, Internet and Process simulation. Process simulation through animation is
very useful in visualization of functioning and stages of operations of industrial products
(like a gear or motor) or, gradual transformations in a complex process (like changing
atomic structures in a chemical reaction, or, distortion of structures under dynamic
forces).

Elements

A computer animation sequence can be set up by specifying the storyboard, the object
definitions, and the image frames. The storyboard is an outline of action. It could
consist of rough sketches of motion sequence or it could be a list of basic events that
are to take place. Object definitions are given for each participating object in terms
of their shape and movement. The still image frames are either drawn manually or
computer-generated to simulate motion-sequence of animating objects. The illusion of
movement is created by playing 15-20 numbers of such still images with small changes
made to each one per second. The eyes retainan image long enough to allow the brain
to connect the frames in an uninterrupted sequence. In traditional animation, as many
as 30 FPS might be used to give a smoother appearance at high speeds.

Animation Techniques
The following are the various animation techniques:
Cel Animation

Classically, picture frames depicting animated sequence were drawn manually. In doing
so the onionskin technique which is popularly known as cel animation technique is
mostly adopted. By drawing on a onionskin-like translucent paper called ‘cel’, witha



light source beneath the drawing surface, an animator can see the position of an object
on one page, while drawing it in a new position on the page above. Only the moving
elements on the cel need to be redrawn for each frame while the fixed part (usually the
background) of the scene need only be made once.

This concept of cel has been implemented in the digital media in the form of
layer. Many animation softwares offer translucent drawing layers that are shown
progressively more opaque, to assist in identifying the stacking order of the layers. The
image frames of an animated sequence can be made by combining a background
layer, which remains static, with one or more animation layers, in which any changes
that take place between frames are made. To take a simple example, suppose we
wish to animate the flying of a bind in the sky. The first frame could consist of a
background layer containing the and a foreground layer with an image of the sky. To
create the next frame, we would copy these two layers and then, using the move tool,
displace only the bird’s image a small amount. By continuing in this way, we could
produce a sequence depicting the smooth movement of the bird across the background
(see Figure 2.14).

#1831 4 - {0 Ansmblica] [C[el=]] Here  you see  the
£ Fe Edt Mew Insed Modiy Cociioll Livades Windor Help =182l Macromedia Flash time
[ = e - e M e e s - line. You can see layers of
ngm| ﬁ;“l ) quects stackgd up for
Vw8 s B % % % | display as a single image.
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E‘ each represent a frame,
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intermediate  frames are
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Fig. 2.14 Flying of a Bird using Cel Animation

The form of animation based on objects movement only (no change of other properties)
is called sprite animation. The moving objects are referred to as sprites. Instead of
storing changes of sprite position from frame to frame the change values can also be
generated by computer programs.

Keyframe Animation

Keyframes are image frames that depict the key positions of the objects being animated
and marks significant changes in the animation sequence. Usually the extremes of an
action or sequence like start, stop and changes of movement direction occur at
keyframes. The more intricate and rapidly varying the motions are, the more number
of keyframes are required. In-betweens are the intermediate frames drawn between
the keyframes and are used to smooth the transition from one keyframe to the next.
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W\ are familiar with traditional cartoon animation used in the movies or televisions
where artists meticulously draw each frame of a scene and then capture them frame by
frame with a movie camera. While the expert artist draws the keyframes, the assistants
create the filler in-betweens most mechanically.

In a computer-based animation, standard software tools are available to design
the keyframes. The software then figures out the in-betweens by applying interpolation
algorithms. One does not have to design every intermediate frame individually. The
process of generating the in-betweens is commonly known as tweening. The most
basic interpolation technique is linear interpolation or lerp. Given the values p, and
p, of some attribute (position, color, size) in two keyframes corresponding to timest,
and t, respectively, the value p, at any intermediate frame corresponding to time t is
given by

tb-1_ 1-t

+
Y P -t P2,

P =
Thisimpliesp,=(1-n) p, +np,.

wheren = 14 <land>0.
-4
Lerping generates motion that starts and stops instantaneously, with objects
attaining their full velocity as soon as they start to move, and maintaining it until they
stop. For such constant velocity animation equal-interval time spacing is used. Moreover
the motion path is linear which cannot simulate the realistic curvilinear trajectory (for
example, projectile path) of moving objects.

To make different parameters vary realistically with time spline interpolation
technique is oftenused. By using Bezier functions instead of linear function to interpolate
between keyframes, smooth motion can be achieved simulating the gradual increase
of velocity at the start and conversely gradual decrease of velocity at the end. Whena
motion begins, the amount of change from one drawing to the next is kept small, but
gradually increased. This is called easing in. The time spacing between frames is
increased so that greater changes in position occur as the object moves faster. When
the motion is underway, the changes from frame to frame are held constant. When the
motion ends, it is often stopped gradually, by reducing the amount of change from
frame to frame of the moving object. This is called easing out. The speed control
facility of such non-linear animation sequences can be effectively used while it is required
to synchronize animation with audio playback.

Note that spline interpolation doesn’t mean that objects should follow Bezier
shaped paths, but the rate at which their properties change should be interpolated
using a Bezier function say f (t). Intermediate parameter p, can be calculated as
p=1-f®)p,+f()p,

Thus, spatial interpolation defines the motion paths or change of object
position in space. Temporal interpolation, on the other hand, affects the rate of
change of objects position with time. Given the vertex positions at the key frames, we
can fit the positions with linear or nonlinear motion paths. Interpolation can be applied
to other properties of a layer. Its angle can be varied, so that it appears to rotate.
Zoom inand zoom out effect, i.e., the impression of approaching or receding movement
can be brought about by scaling or interpolating size.



For instance, (see the image given) the flower, the bee and the comb shown in
the image are three objects defined for animation. The bee will be animated to appear
to fly from the flower to the comb by following a curved path. The path-curve is then
defined as motion path with the initial and final positions of the bee as shown in
keyframes 1 and 7. The in-betweens frames (2-6) showing intermediate position of
the bee along the motion path are generated by the software (Macromedia Flash)
itself.

Motion path

@q

7

Further to geometrical transformations, parameters for different effects (for
example, brightness of glowing edges) and filters (for example, radius of Gausian
blur) of bitmapped images can be made to vary over time using the standard methods
of interpolation between keyframes. Other elements of animation which can be employed
for bitmapped images include extensions, tilting, bending, lofting, rendering, fading (in
or out) and exploding. These elements change in successive frames as time marches
on thereby creating a flowing series of changing imagery what we call as motion
graphics. Changes can occur independent of or in concert with other changes. For
example, you can make an object rotate and fade in as it moves across.

Besides other special effects the camera panning effect like in the movies can be
simulated in animation. What we call panning is the familiar sweep of the background
across the field of view as the movie camera turns. Frequently, a background drawing
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larger than the field of the camera, is moved step by step across the animation table as
the camera exposes frame after frame of film. Objects in the foreground appear to be
moving along relative to the scenery behind them. Thus, we can make a bird fly while
the background (sky) rolls in opposite direction, giving the illusion that the bird is
covering distance relative to the background.

In the above frame, the baby crawls from left to right and then holds the
ball with his hands. The ball spins and rolls from right to middle of the scene

\ "

Sotlgitimask

e

e,
i

The above frame shows the Spotlight passes over the text from left to right — such
animation effect is often used in title casting of motion pictures

3D Animation

A distinct alternative to the 2D animations techniques discussed so far is 3D animation
or stop-motion animation.

The classical technique is to create 3D object models out of malleable modeling
material, suchas plasticine and manipulate those objects in 3D miniature sets between
shots to produce natural movement, gesture and otherwise impossible changes. This
form of animation is often called clay animation.



Inthe digital realm, 3D wireframe models are created first and then surface and
material properties are assigned using photo-realistic rendereing. There are distinct
numerical parameters that control objects position (movement) and orientation (rotation)
in space, its surface characteristics, its shape, intensity and direction of light sources,
and camera position and angle. A 3D animation is achieved by rendereing a scene as
the first frame, make some changes to the parameters, render the next frame, and so
on. Motion paths in 3D (often 3D Bezier splines) can be used to describe movement.

Realistic shading and rendering based on advanced ray tracing algorithm
consumes considerable time to generate a scene. Therefore, high processing power
and memory is required to cope up with the required frame rate for smooth animation.

At the very highest level of 3D computer-generated animation software interfaces
allows the animator to control different movement parameters to produce smooth
movement across the frames. Described below briefly are the different methods of
controlling animation.

(i) Full Explicit Control — It is the simplest type of control where the
animator either specifies simple changes like scaling, translation, rotation,
or provides keyframe information and interpolation methods interactively.

(i1) Procedural Control — It is based on certain kinds of behavior that can
be applied to objects and the way they interact. In a physically based
system the position of one object may influence the motion of another
object (for example, spotlight follows a dancer, a sunflower follows the
sun). Insuch systems objects are modeled with physical attributes such as
mass, moment of inertia, elasticity, velocity etc. and object behavior as
emulated in animation are based on laws of Newtonian Physics against
applied external force. Thus moving objects can be made to collide
realistically, or bounce of solid surface.

(iii) Kinematics — It is the study of motion of bodies without reference to

mass or force. That is it is only concerned with how things can move,
rather than what makes them do so. Animations of linked objects or jointed
structures (for example, limbs of human or animal figures) are controlled
by imposing kinematic constraints obeyed by real objects or structures.
For example, a 3D model of adoor must have the same degree of freedom
to move/rotate as areal door has with the movement constraints produced
by the hinges.
Kinematics being a general term, forward kinematics and inverse
kinematics — both are used in controlling animation. While the former
deals with linked motions from cause to the effect, the inverse kinematics
works backward from effect to cause. For example, it is the motion of the
upper arm that propels the rest of the armand hand. Modeling the hands
position from movement and position of the upper arm requires forward
kinematics. Whereas, first fixing the position of the hand and then
backtracking to find the relevant motion of upper arm is what inverse
kinematics is and sometimes it is more useful to the animator.

(iv) Tracking Live Action — This technique produces exceptionally realistic
motion. Trajectories of objects to be animated can be generated by tracking
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Check Your Progress

1. What is a font?
2. Define the term kerning.

What is the use of data
compression?

What do you mean by
formatted text document?

Define the term digital
image.

List the commonly used
vector file formats
commonly used in IT
industries.

7. What is visible light?

How is image acquisition
done?

List the common
compressed file formats.

What is a period?

What is the range of human
hearing?

What is pitch?

What are the elements of an
audio system?

. What is a microphone?

Define the term wavelength.
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of live action. One such method is rotoscoping. Afilm is made in which
people or animals act out the parts of the characters in animation. Then
the animator draws over the film, changing the background and replacing
the human or animal actors with their animation equivalents. Inan alternative
method some sort of indicators or motion sensors are attached to key
points on an actor’s body or body suit. By tracking the position of the
indicators or sensors, the animator can get locations for corresponding
key points in an animated model.

2.4 SPEECH RECOGNITION

Speech generation and recognition system enables human beings to communicate with
the system verbally. Commands that human beings earlier used by inputs through
keyboard or mouse using hands (fingers) and eyes can now be issued by using speech
that the computer recognizes. But to accomplish this, computers must have the ability
to recognize the voice or speech to execute the command. To communicate efficiently,
computers must have speech recognition software that can interpret human speech.

Such capability enables a person to keep his or her hands and eyes free. A
person may dictate the computer to write for him and act like a steno-typist. This can
be done in real mode in which a person is dictating by using a microphone and the
computer is executing the command directly and live. Such dictations can be stored on
the computer in the form of some audio files and the same thing can also be done in
batch mode later, as per convenience. This is also a multimedia application. By using
this system, matter preparation becomes easy. Users of these systems can do other
things that require the use of hands and eyes while his mouth and ears instruct computers
to do things for him. Incorporating this system in the computer will enable human
beings the to do things ina more convenient way.

Cell phones that recognize human voice to dial numbers are already in the market.
Text readers have also come to the market. Software performing the task of a
dictaphone that can instruct computer to type matters as spoken has also appeared.
Optical recognition software packages are already popular. So, now, it is time for
voice recognition software to be popular. Speech recognition and generation can be
automated by creating software that works as an audio interface.

Speech Recognition

Generation of speech is easier in comparison to the recognition of speech. It is much
more difficult to recognize than to generate speech. This function of speech recognition
is the task that is performed well by the human brain. Computer on other hand, performs
this task poorly. This lack of performance is due to the fact that till date such a
remarkable software has not been developed. But it is possible to design such as
software that performs many functions that human brain performs so easily.
Comprehending some idea by the computer requires different types data of vast amount.
This is possible since digital computers are capable of storing and retrieving or recalling
huge data volume at extremely high speeds. Further, they can perform high-speed
mathematical calculations and repetitive tasks without getting bored or fatigued.



Poor performance of computer is found when raw sensory data is present to it.
One can program a computer to send a telephone bill but to program it, to teach it to
understand a human voice is a major issue related to voice recognition. Voice signals
after being digitized, are processed.

Digital signal processing recognizes voice in two stages:

1. Extraction and matching of feature. Every word of audio incoming signal
is analyzed in isolation for identifying resonate frequencies and excitation
type.

2. Such parameters go under comparison subsequently with earlier spoken
words as examples for identifying the closest match.

This system has limitations of words to few hundred words only and unable to
understand if spoken in quick succession. For this system to accept speech, it should
be spoken with distinct pause. Further, the computer has to be retrained for every
individual speaker.

Speech recognition system basically contains the following essential parts:
() Voice input device.

(i) First storage device containing first recognition word indicating the pronunciation
of aword that would undergo speech recognition.

(i) Generating a device to judge whether a given word contains specific words as
a part of the given word.

Speech Generation

To generate speech by computer two approaches are used:
1. Digitization and recording.
2. Simulation of vocal tract.

The first approach digitizes the voice of a human speaker and then storesitina
compressed form. This digitized and stored voice is played back after uncompressing
the stored data and converting it back to an analog signal that is accepted by the
speaker.

Simulation of vocal tract is quite complicated. It mimics the real physical
mechanisms of speech creation in human beings. Vocal tract can be viewed as an
acoustic cavity for human beings that resonate at some frequencies which depends on
the constructional features of chamber such as shape and size.

2.5 EXTENDED IMAGES

Extended images, such as route panoramas, scene tunnels, panoramic views and spherical
views are acquired in an urban area and associated with geospatial locations. To
generate a scanning plan, based on visibility, image properties and importance of scenes,
a 3D LIDAR elevation map is used. Scanning scenes along streets and at spots of
interest allows the compact and complete visual data collection.
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16. Fill in the blanks with
appropriate words.

a.

Images can be generated
and stored in the PC in
typically two different
ways. One is called
vector art and the other
is referred to as

The protocol
defines standard
multibyte messages or
instructions to control
some aspect of the
performance of an
instrument.
_ areimage
frames that depict the
key-positions of the
objects being animated
and marks significant
changes in the animation
sequence.

isadocument-
layout and hyperlink-
specification language that
is used to create hypertext
documents and web pages.

17. State whether the following
statements are true or false.

a.

In Huffman coding the
frequency of each
character in the text file
is analysed for the
encoding operation.

An image is not a very
important component of
digital multimedia. It is
the representation of an
object or a two- or three-
dimensional scene on a
planer region (spatial
representation).

In digital system, colour
depth or pixel depth
refers to the number of
bits associated with each
pixel in a bitmap.

Most high-end
professional sound cards
do not have the built-in
amplifiers, because they
cater to amplified
speakers.
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To present spaces, maps/satellite images which are mostly used and from which
snapshots and spherical images have been indexed to wide and open locations, the
extended images and used. The goals of extended work is to acquire real scenes in
areas using extended image media, such as route panoramas, scene tunnels, spherical
views and digital images and realize Web based geospatial information visualization.

Though there is slight 2D distortion in the extended images for their specific
projections, their features are:

e Compact: Itincludes less redundant scenes than video.
e Complete: It covers every street and many other locations on the map.
e Continuous: In it, the long route scenes are suitable for navigation.

e Comprehensive: Indexes from (or to) maps and spaces provide flexible space
transition and traversing in the media.

2.6 DIGITAL INK

In multimedia note-taking systems, interacting with data, such as digital ink and audio
is challenging. Dynamically grouping digital ink and audio is required to support user
interaction in freeform note-taking systems. For audio, groups might be a complete
spoken phrase or a speaker turn in a conversation. Digital ink and audio grouping is
important for editing operations, such as deleting or moving chunks of ink and audio
notes.

Groups of ink or audio in range of sizes, depending on the level in the hierarchy
is yielded by clustering algorithm. It thus provides structure for simple interactive selection
and rapid non-linear expansion of a selection. Examples of such ink and audio note-
taking systems are Filochat, Dynomite etc. Whenever the user wishes to edit or browse
the ink or audio data there is a lack of structure which becomes limiting feature for the
modification and thus bounds the user from doing any kind of changes in the system.
The challenge is to provide computational support to dynamically group the ink and
audio data into units that are useful for user interaction.

For digital ink and audio, these computations are far more complicated than the
ones for online text. In online text, selection of a particular word or line is easy. On the
other hand, selection of handwritten ink corresponding to a word or line is difficult.
This is because digital ink is composed of strokes which are graphical objects in a
freeform space and not automatically mapped into meaningful units.

Even when digital ink is mapped onto a timeline, it is difficult to select a segment
of audio corresponding to a phrase or a turn in a conversation. These characteristics
of ink and audio make it tedious for the user to manipulate multimedia data.

2.7 SUMMARY

In this unit, you have learnt that:

o Text isafundamental building block in a multimedia system. It is one of the most
widely used and flexible means of presenting information and conveying ideas in
a multimedia environment.



¢ Analphabet is a complete standardized set of letters—the basic written symbols Media Types
to communicate in a particular language.

e The plain or unformatted text is the most elementary fixed size character sets.
The .txt file created using notepad is an example of plain text. NOTES

¢ Inorder to represent text in adigital form, each character ofa particular language
has to be related to a specific bit pattern.

e Inaformatted text, control characters manage the appearance of the text. Asa
result, you can make a string of text appear in any combination of bold,
underlined, italic, paragraphed and tabulated style.

e The control characters used in the application software may vary. So the
appearance of a document created using MS Word may look different in an
HTML document and vice versa.

o Hypertext is a special type of formatted text. In the context of text being used as
the fundamental building block of multimedia applications, the powerful processing
capabilities of a computer can be applied to make the text more interactive and
organize the content in non-sequential way.

e By positioning the mouse pointer on a portion of a text (a word or even a
paragraph on the screen called anchor) and then clicking, you may jump to the
linked destination and display multimedia information (text, image, video, etc.)
in the same screen or on another screen.

e Hypertext is aspecial text format that is used to link multimedia information ina
non-sequential way.

e The meaning of the word “hyper’is something close to ‘extra’ or ‘beyond’.

e HyperText Markup Language (HTML) is a document layout and hyperlink
specification language that is used to create hypertext documents and web pages.

¢ Basically, HTML files are just plain ASCII text files that can be created in any
standard word processors even in Windows Notepad. Such files contain two
things—the normal textual content and the markup ‘tags’.

e These tags are HTML instructions written within ‘<’, > symbols specifying the
presentation format (such as size, font, colour, location, etc.) of the textual content.
The markup tags are usually paired with an ending tag starting with a slash (</

[tag] >).
e Tags can be used to establish hyperlinks to documents, image files, music files,
Java applets, etc., from within the document.

e Ifthe HTML file contains a<a hr ef > tag, the browser knows that what
follows describes a hyperlink to another document.

e HTML presumes a Document Type Definition (DTD), which specifies valid tag
names, attributes and their syntax.

e Afont isa collection of characters of a specific style and size of a particular
typeface. For example, Times New Roman is a typeface, and you may choose
different fonts (having specific style and size) from within it.
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Typefaces are the shapes or graphic representations of the characters, numbers
or special characters that are stored internally in the computer as bits.

There are basically two types of typefaces—and thus two types of fonts—Serif
and Sans serif.

The vector fonts draw the characters by using vector drawing primitives using
mathematical functions, thus requiring considerable smaller size than the bitmap
fonts.

Compressed data occupies less space for storage and also takes less time for
communication. The data may be text, image, audio, video or animation objects.

There are fundamentally two types of data compression—Iossy and lossless.

Huffman coding functions by analysing the relative frequency of occurrence of
different characters ina text file.

The characters in the text file that have the highest frequency of occurrence are
assigned the shortest encoding with the fewest bits. Characters with lower
frequencies get assigned longer encoding with more bits. Thus, compression is
achieved by overall saving in the total number of bits.

In Huffman coding the frequency of each character in the text file is analysed for
the encoding operation.

An image is a very important component of digital multimedia. It is the
representation of an object or a two- or three-dimensional scene on a planar
region (spatial representation).

Images can be generated and stored in a personal computer in two typically
different ways. One is called vector graphics and the other is referred to as
bitmapped.

A piece of vector art is a file that contains descriptions of how to generate the
image but not the actual image itself.

PostScript files, developed by Adobe, are generated by DTP packages and
authoring systems while WMFF was developed by Microsoft and it is an excellent
format for image interchange between Windows applications.

HPGL is an interpreted vector description language meant for plotters, and
DXF is the most widely accepted format for interchange of engineering graphics
data between different CAD packages, such as AutoCAD, etc.

A bitmapped image, in contrast, has inthe file the actual pixel image data. That
is, it simply holds the color number for each dot or pixel in an image.

JPEG, on the other hand, is an example of a lossy compression—data from the
original image, which is deemed to be redundant, is thrown away in the
compression process.

Light is an electromagnetic wave. The humaneye is able to ‘see’ only a very
small part of the total range of electromagnetic radiation called the visible light.



¢ Light waves having a single wavelength are called monochromatic light, and the Media Types
colors produced by a visible light ofa single wavelength are pure spectral colors.
The light produced by a laser torch is monochromatic, having a single wavelength.

¢ One approach to create a broad range of colors is by suitable combinations of NOTES
three primary colours.

e The CMY (Cyan, Magenta and Yellow) model is widely used in professional
four color printing processes. The colour printer is programmed to combine
different amounts of cyan, magenta and yellow inks to create a color.

e Digital image processing refers to processing of digital images by means ofa
digital computer where the input is animage and the output is another image or
a set of characteristics or parameters acquired from the image.

e TWAIN is animage capture API, developed by consortium of Hewlett-Packard,
Kodak, Aldus, Logitechand Caere for Microsoft Windows and Apple Macintosh
operating systems.

e The API uses a four-layer protocol (device layer, acquisition layer, protocol
layer and application layer) for connecting TWAIN compliant devices with
TWAIN compliant applications, mostly through USB interface.

¢ The Image and Scanner Interface Specification (ISIS) has more functions than
TWAIN and is mainly used with the SCSI-2 interface.

¢ Bitmaps are generally created by scanners, digital cameras and paint programs,
such as Corel Paint Shop Pro®, (image processing programs) Adobe
Photoshop®), etc.

e Literally speaking, to animate is to bring to life, i.e., to put something into action.
Animation makes graphics more realistic by imparting motionand dimension to
an inanimate object. Acomputer animation sequence can be set up by specifying
the storyboard, the object definitions, and the image frames. The storyboard is
an outline of action. It could consist of rough sketches of motion sequence or it
could be a list of basic events that are to take place.

¢ Object definitions are given for each participating object in terms of their shape
and movement.

e Classically, picture frames depicting animated sequence were drawn manually.
In doing so the onionskin technique which is popularly known as cel animation
technique is mostly adopted.

o Keyframes are image frames that depict the key-positions of the objects being
animated and marks significant changes in the animation sequence.

e \/ector graphic images, on the other hand, are created using graphics primitives,
such as lines, arcs, etc., governed by mathematical equations describing the
shapes and colors are applied to those primitive shapes.

e Image size is the physical dimensions of an image when it is printed out or
displayed ona computer screen. It is normally expressed in inches or centimetres.
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In digital system, color depth or pixel depth refers to the number of bits associated
with each pixel in a bitmap.

When sound travels through air, alternating high and low pressure are created
along the wave path.

The pressure amplitude of a sound wave measures the change in sound pressure
inside the wave.

The distance between two successive crests is known as the wavelength. It is
the distance that a wave travels in the time of one oscillatory cycle.

Pitch isthe characteristic of a musical sound by which human ears differentiate
between a shrill sound and a dull sound.

In other words, pitch is a measure of the frequency of a sound wave. Ashrill or
high-pitched sound has higher frequency than a flat or dull sound.

In music, musical notes are ordered from low pitch to high pitch forming a scale
that provides the basis for a musical composition.

Timbre is the distinctive quality or tone of a sound that may come fromasinging
voice or a musical instrument.

The perception of loudness of a sound to the human ear depends mainly upon
the pressure amplitude, but it also depends upon duration, frequency, presence
or absence of background noises, as well as the sensitivity of the ear.

Masking occurs when one sound prevents us from hearing a second sound.
When you hear a loud sound and a soft sound simultaneously, your ears receive
both the sound signals but our brain ignores the soft one and as a result you
cannot “hear’ the soft sound. This phenomenon is known as masking.

The phenomenon of masking is one of the most important one in psychoacoustics
study, since it gives us a basis for eliminating sound information that is not
perceived anyway. It helps a great deal in compressing digital audio files.

The microphone isa device used to capture audio waves and convert to electrical
signal.

Dynamic or moving coil microphones work by vibrating a thin metallic diaphragm
and an attached coil of wire in a magnetic field. Generally, the thin diaphragm is
attached to a coil of wire that surrounds or is surrounded by a high-powered
magnet.

Analog-to-Digital Converter (ADC) translates the analog sound waves into
digital data that the computer can recognize.

The DSP (Digital Signal Processing) determines how many Musical Instrument
Digital Interface (MIDI) channels, sound streams or voices the sound card can
support.

¢ Most high-end professional sound cards do not have the built-in amplifiers,

because they cater to amplified speakers.



e MIDI is a standardized protocol or procedure set. Manufacturers of musical Media Types
instruments, computers and computer software now routinely adopt MIDI
protocol.

¢ Thisdrawback of MIDI has been corrected to some extent by including additional NOTES
information that can be included in the MIDI event, such as how a note should
be modulated or bent.

e The term ‘computer graphics’ was first used by William Fetter in 1960. Fetter
was a graphic designer for Boeing Aircraft Co.

o A pixel (also called picture element) can be defined as the smallest piece of
information inan image.

e Spatial interpolation defines the motion paths or change of object position in
space. Temporal interpolation, on the other hand, affects the rate of change of
objects position with time.

e Inthe digital realm, 3D wireframe models are created first and then surface and
material properties are assigned using photo-realistic rendering.

¢ Speech generation and recognition system enables human beings to communicate
with the system verbally. Commands that human beings earlier used by inputs
through keyboard or mouse using hands (fingers) and eyes can now be issued
by using speech that the computer recognizes.

o Generation of speech is easier in comparison to the recognition of speech. It is
much more difficult to recognize than to generate speech. This function of speech
recognition is the task that is performed well by the human brain.

e Extended images, such as route panoramas, scene tunnels, panoramic views
and spherical views are acquired in an urban area and associated with geospatial
locations.

¢ Inmultimedia note-taking systems, interacting with data such as digital ink and
audio is challenging.

e Dynamically grouping digital ink and audio is required to support user interaction
in freeform note-taking systems.

e Digital ink and audio grouping is important for editing operations, such as deleting
or moving chunks of ink and audio notes.

2.8 ANSWERS TO ‘CHECK YOUR PROGRESS’

1. Afontis acollection of characters of a specific style and size of a particular
typeface. For example, Times New Roman is a typeface and you may choose
different fonts (having specific style and size) from within it, as follows:

e Times New Roman 14 point Italic — one font
e Times New Roman 14 point Bold — another font

e Times New Roman 12 point Bold and Italic — yet another font.
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10.

11.

12.

. Kerning is the horizontal spacing between characters. In many word processing

software the kerning can be increased or decreased to make the letters in the
words more spread out or compact.

. Data compression brings down the size of a digital data file and compressed

data occupies less space for storage and also takes less time for data
communication. The data can be text, image, audio, video or animation objects.

. The formatted text document created using Microsoft Word or Wordpad

packages have by default the .doc extension. This format is very common and
has a rich set of formatting features. It also supports images and graphics. Most
open source word processing software these days supports this format.

. Addigital image can be considered as a set of picture elements (pixels). These

pixels are like the tiny dots or pigments on a photograph printout arranged in
rows and columns that makes up the image. Each pixel correspondsto a color
value at a particular portion of the image.

. Some of the vector file formats commonly used in the IT industries are:

e PostScript file.

e Computer Graphics Metafile (*.CGM).

¢ Windows Metafile (*.WMF).

o Hewlett Packard Graphics Language or HPGL (*.PLO).
e Data Exchange Format (*.DXF).

. Light is an electromagnetic wave. The humaneye is able to ‘see’ only a very

small part of the total range of electromagnetic radiation called visible light.

. Inimage acquisition, image may be acquired from analog source, such as a

conventional photograph or a frame of a video clipping, or it may be available in
digital form like a photograph taken with a digital camera. Generally, digital
cameras and scanners are the input devices for digital input.

. The most common compressed file formats are:

e Graphics Image Format (*.GIF).
e Tagged Information File Format or TIFF (*.TIF).
e Joint Photographic Experts Group or JPEG (*.JPG).

¢ Windows Bitmap (*.BMP) and Windows Device Independent Bitmap
(*.DIB).
The amount of time taken by a wave to complete one cycle is the period of the
wave. Period and frequency are reciprocals of each other.

Wavelength is the distance between two successive crests and is the distance
that a wave travels in the time of one oscillatory cycle.

The range of hearing for a healthy young person is 20 to 20,000 Hertz, i.e., 20
KHz. This range of frequency is called the audible range. Thisaudible range is
kept in mind when creating multimedia audio.



13.

14.

15.

16.

17.

Pitch is the characteristic of a musical sound by which human ears differentiate
between a shrill sound and a dull sound.

The minimal hardware set-up for digital audio recording consists of the following:
Microphone a Amplifier — A/D Converter — Storage Device (HDD or DAT)
— D/A Converter — Speaker.

Microphone is a device used to capture audio waves and convert to electrical
signal. Itis the first component in the chain of components used in a digital audio
studio, and in many ways the most important. The microphone is a transducer
or a device that converts mechanical energy (travelling waves of compression
and rarefaction ina medium like air) into patterns of electrical current.

(a) Bitmapped,; (b) MIDI communication; (c) Keyframes; (d) HyperText Markup
Language (HTML)

(a) True; (b) False; (c) True; (d) True.

2.9 QUESTIONS AND EXERCISES

Short-Answer Questions

e =
w N P O
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What is a hypertext?

What is text compression?

What are the formats in which files can be formatted?
How does the CMY color model work?

What is TWAIN?

What do you understand by color depth?

What are the files formats in images?

What is meant by audio?

Write short notes on pitch, timbre and loudness.
What is MIDI?

. How does the analog video camera work?

. How does the transmission of video signal happen?
. What is animation?

14,

What does speech recognition system basically contain?

Long-Answer Questions

1.
2.
3.

Explain the various types of images.
Explain the working of the RGB color model.

Discuss the steps involved in image processing.
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10.

Explain the significane of resolution.

What do you understand by color management policy?
Distinguish between pure tones and note.

What is the dynamic range of human hearing? Discuss.

. Explain how masking can be done.
. What does speech recognition system basically contain? Describe with the help

of example.
Explain the significance of speech recognition.
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UNIT 3 DIGITAL VIDEO AND IMAGE Compression
COMPRESSION

NOTES
Sructure

3.0 Introduction

3.1 Unit Objectives

3.2 Introduction to Compression

3.3 Evaluating a Compression System

3.4 Redundancy and Visibility

3.5 Video Compression Techniques
3.5.1 Compression/Decompression (CODEC)

3.6 Image Compression Standards
3.6.1 Methods Used in Image Compression
3.6.2 JPEG Image Compression Standard
3.6.3 MPEG Motion Video Compression
3.64 Digital Video Interface Technology

3.7 Summary

3.8 Answers to ‘Check Your Progress’

3.9 Questions and Exercises

3.0 INTRODUCTION

In this unit, you will learn about the significance of digital video and image compression.
Compression is a reversible process of conversion of data to a format, which requires
fewer bits, so that the data can be stored or transmitted more efficiently. Compression
algorithms are divided into two fundamental types (i) Lossless compression and (ii)
Lossy compression. In a lossless compression, no data or information is lost at the
time of compression and decompression process. While compression condenses the
size of the file, the decompression process restores the data back in its original value
and size. Lossy compression, usually applied to image data, does not allow reproduction
of an exact replica of the original image. Thus, lossy compression allows only an
approximation of the original to be generated.

Generally some elements within the data are more common than others and
most compression algorithms exploit this property, known as redundancy. The greater
the redundancy within the data, the more successful the compression of the data is
likely to be. Fortunately, digital video contains a great deal of redundancy and thus is
very suitable for compression. You will also learn about the significance of redundancy
and visibility. Finally, you will learn about the significance and the various standards of
image and video compression. Various algorithms for compression is also being
discussed in this unit.
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3.1 UNIT OBJECTIVES

After going through this unit, you will be able to:
¢ Learn about the basics of compression and compression system
¢ Evaluate a compression system
¢ Discuss the significance of redundancy and visibility
¢ Explain various video compression techniques
e Describe the various video compression techniques

e Describe image compression standards

3.2 INTRODUCTION TO COMPRESSION

You have studied that for good reproduction ofthe original analog signal, it is necessary
that the text, image, sound or animation sequence be digitized at appropriate resolution
and quantization levels. This process of sampling and quantization generates millions
of'samples, each sample ca have several bytes in length (depending on whether the
sampled signal is text, image or audio). So, digital multimedia object files are normally
very large. For the purpose of storage and transmission, they are required to be
compressed. Otherwise, even with fast Internet access and availability of large and
affordable storage devices, the handling of such big digital media files would have
been prohibitive. On the other hand, it is not desirable to forgo the quality of the digital
images, audio or video in the process of compression. Compression algorithms are
divided into two fundamental types (i) Lossless compression and (i) Lossy compression.
In alossless compression, no data or information is lost at the time of compression and
decompression process. While compression condenses the size of the file, the
decompression process restores the data back in its original value and size. On the
other hand, lossy compression sacrifices some information. However, the information
that is sacrificed utilizing the limitations of human vision or hearing and the loss of
fidelity is not perceptible to a human being. For example, for a sound file, it may be the
frequencies that are inaudible to the human ear; or a low amplitude sound immediately
after a high amplitude sound that is imperceptible. In case of an image file, it may be
slight variations in color that the eye cannot detect.

Apart from the broad categories of lossless and lossy compression, the
compression algorithms may be tagged based on the techniques adopted, such as,
entropy, dictionary-based, arithmetic, adaptive, perceptual and differential compression
methods.

The compression rate of a specific compression algorithm is the ratio of the
original file size to the size of the compressed file. Often it is expressed as a percentage.
For example, ifan image or audio file is reduced by compression to 25 per cent of'its
original size, it can be said that 75 per cent compression is achieved. Alternatively, it
can also be said that the compression rate is 4:1.

The audio and image compression methods will briefly be reviewed.
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3.3 EVALUATING A COMPRESSION SYSTEM Compression

Multimedia data compression technique is used to reduce the redundancies in data
representation with reference to decrease in the data storage requirements and hence NOTES
communication overloads when transmitted through a communication network. Ifthe
compressed data are properly indexed then it improves the performance of mining
data in the compressed large database as well. This is particularly useful when
interactivity is involved with a data compressing system. For example, image
compression for Joint Photographic Experts Group (JPEG) JPEG2000 files and video
compression is used for Moving Picture Experts Group (MPEG), MPEG-4/7 files
and image mining is used for Content Based Image Retrieval (CBIR), video event
detection, etc. JPEG 2000 is an image compression standard and coding system. The
essential feature of data compression is known as the ‘compression ratio’. This ratio
refers to the size of a compressed file to the original uncompressed file. For example,
suppose a data file takes up 100 kilobytes (KB). Using data compression software,
that file could be reduced in size for example 50 KB which makes easy to store on
disk and faster to transmit over an Internet connection. In this specific case, the data
compression software reduces the size ofthe data file by a factor of two or results in
a compression ratio of 2:1. There are ‘lossless’ and ‘lossy’ forms of data compression
work in the field of preparing multimedia applications and Web designing. Lossless
data compression is used when the data has to be uncompressed exactly as it was
before compression. Text files are stored using lossless techniques, since losing a
single character in the worst case can make the text dangerously misleading. Archival
storage of master sources for images, video data and audio data generally needs to be
lossless state. However, there are strict limitations to the amount of compression that
can be obtained with lossless compression. Lossless compression ratios are generally
in the range of 2:1 to 8:1. Lossy compression, in contrast, works on the assumption
that the data does not have to be stored perfectly. Much information can be simply
thrown away from images, video data and audio data and when uncompressed such
data will still be of acceptable quality. Compression ratios can be an order of magnitude
greater than those available from lossless methods. Each has its own uses, with lossless
techniques better in some cases and lossy techniques better in others. In fact, as this
document will show, lossless and lossy techniques are often used together to obtain
the highest compression ratios. Even a specific type of file, the contents of'the file, the
orderliness and redundancy of the data can strongly influence the compression ratio.
In some cases, using a particular data compression technique on a data file where
there is not a good match between the files can actually result in a bigger file. The two
prime types of data compression done with reference to Web designs and development
phase are known as audio compression and video compression. Compressing an
image is significantly different than compressing raw binary data. The general purpose
compression programs can be used to compress images but the result is less than
optimal. This is because images have certain statistical properties which can be exploited
by encoders specifically designed for them. Some of'the finer details in the image can
be reduced for saving the file which exploits bandwidth or storage space. This also
means that lossy compression techniques can be used in this area. Lossless compression
involves with compressing data which when decompressed will be an exact replica of
the original data. This is the case when binary data, such as executables, documents,
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etc., are compressed. They need to be exactly reproduced when decompressed. On
the other hand, images and music too need not be reproduced exactly. An approximation
of'the original image is enough for most purposes, as long as the error between the
original and the compressed image is presentable. Figure 3.1 demonstrates JPEG/
JPEG2000 compression of gray scaled image.

Fig. 3.1 Original and Compressed Gray Scaled Image

Error metrics is used as prime tool to compress image and data. The two types of the
error metrics used to compare the various image compression techniques are the
Mean Square Error (MSE) and the Peak Signal to Noise Ratio (PSNR). The MSE is
the cumulative squared error between the compressed and the original image, whereas
PSNR is a measure ofthe peak error. The mathematical formulae for calculating MSE
and PSNR are as follows:

z Z[I (X9 Y) =TI (Xa Y)]Z

MSE=L
MN y=1lx=1

PSNR= 20 x logl0 (255 / sqrt(MSE))

Where, I(Xy) is the original image, I' (Xy) is the approximated version which is actually
the decompressed image and M, N are the dimensions of the images. A lower value
for MSE means lesser error and as seen from the inverse relation between the MSE
and PSNR, this translates to a high value of PSNR. Logically, a higher value of PSNR
is good because it means that the ratio of Signal to Noise is higher. Signal is the original
image and noise is the error in reconstruction. So, if you find a compression scheme
having a lower MSE and a high PSNR you can recognize that it is a better one.
Compressing gray scale images refer to the algorithms explained can be easily extended
to color images either by processing each of the color planes separately or by
transforming the image from RGB representation to other convenient representations
like YUV in which the processing is much easier. YUV is a color space typically used
as part ofa color image pipeline. The YUV color space (color model) differs from
RGB which is what the camera captures and what humans view. Following functions
are performed in compressing the images and data:

¢ Specifying the Rate (bits available) and Distortion (tolerable error) parameters
for the target image.

¢ Dividing the image data into various classes based on their importance.



¢ Dividing the available bit budget among these classes such that the distortion is
a minimum.

¢ Quantize each class separately using the bit allocation information derived in
previous step.

¢ Encode each class separately using an entropy coder and write to the file.

In the fractal image compression technique, where possible self similarity within the
image is identified and used to reduce the amount of data required to reproduce the
image.

3.4 REDUNDANCY AND VISIBILITY

Redundancy in a digital video image occurs when the same information is transmitted
more than once. For example, in any area of the picture where the same color spans
more than one pixel location, there will be redundancy between pixels, since adjacent
pixels will have the same value. This will apply to horizontal and vertical representation.

Other example could be when the scene or part of the scene contains
predominantly vertical oriented objects then there is a possibility that two adjacent
lines will be partially or completely redundant at the same. These two types of
redundancy (pixel and line) exist in any image and are called spatial redundancy.

Compression techniques take advantage of redundancy or coherence in images,
here are two types of redundancy:

e Spatial: Its key points are:
o Pixels next to each other on the scanline are the same or close in value
o Adjacent scanlines are completely or partially the same, with small

differences

e Temporal: Its key points are:
o Adjacent frames may be the same, or related by a simple transformation
o Moving objects yield small changes frame-to-frame

3.5 VIDEO COMPRESSION TECHNIQUES

Out of different multimedia elements the need for compression is greatest for video as
the data volume for Full Screen Full Motion (FSFM) video is very high. Frame size for
NTSC video 1s 640 pixels by 480 pixels and if we use 24 bits color depth then each
frame occupies 640 x 480 x 3 bytes, i.e., 900 KB. So each second of NTSC video
comprising 30 frames occupies 900 x 30 KB which is around 26 MB and each
minute occupies 26 x 60, i.e., 1.9 GB. Thus a 600 MB CD would contain maximum
22 seconds of FSFM video. Now imagine the storage space required for a 2-hour
movie. So the only way to achieve digital motion video on PC is to reduce or compress
the redundant data in video files.

Redundancy in digital video occurs when the same information is transmitted
more than once. Primarily in any area of an image frame where same color or intensity
spans more than one pixel location, there is Spatial redundancy.

Digital Video and Image

Compression

NOTES

Redundancy: In a digital
video image, it occurs when
the same information is
transmitted more than once

10.

Check Your Progress

. What are two types of

compression algorithm?
What do you mean by
multimedia data
compression technique?
A when does redundancy in
multimedia occurs.

What is temporal
redundancy?

What is lossless
compression?

Define the term run-length
encoding.

How transform coding
works?

What does MPEG stands
for?

How DVI-A differs from
DVI-I?

Give any one use of DVI
technology.
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Secondly when a scene is stationary or only slightly moving, there is redundancy
between frames of motion sequence — the contents of consecutive frames in time are
similar, or they may be related by a simple translation function. This kind of redundancy
is called temporal redundancy.

Spatial redundancy is removed by compressing each individual image frame in
isolation and the techniques used are generally called spatial compression or intra—
frame compression. Temporal redundancy is removed by storing only the differences
of subsequent frames instead of compressing each frame independently and the technique
is known as temporal compression or inter-frame compression.

Spatial compression applies different lossless and lossy method same as those
applied for still images. Some of these methods are:
(i) Truncation ofleast significant image data.
(i) Run Length Encoding or RLE.
(i) Interpolative techniques.
(iv) Predictive technique—DPCM (Differential Pulse Code Modulation),
ADPCM (Adaptive DPCM).
(V) Transform Coding Techniques—DCT (Discrete Cosine Transform).

(vi) Statistical or Entropy Coding-Huffman Coding, LZW coding,
Arithmetic coding.

The most simplistic approach for temporal compression is to perform a pixel-
by-pixel comparison (subtraction) between two consecutive frames. The compare
should produce zero for pixels, which have not changed, and non-zero for pixels,
which are somehow involved in motion. Then only the pixels with non-zero differences
can be coded and stored, thus reducing the burden of storing all the pixel value ofa
frame. But there are certain problems with this approach. Firstly even if there is no
object motion in a frame, slightest movement of camera would produce non-zero
difference of all or most pixels. Secondly quantization noise would yield non-zero
difference of stationary pixels.

In an alternative approach the motion generators camera and/or object can be
‘compensated’ by detecting the displacements (motion vectors) of corresponding
pixel blocks or regions in the frames and measuring the differences of their content
(prediction error). Such approach of temporal compression is said to be based on
motion compensation. For efficiency each image is divided into macroblocks of
size N x N. The current image frame is referred to as target frame. Each macroblock
of'the target frame is examined with reference to most similar macroblocks in previous
and/or next frame called reference frame. This examination is known as forward
prediction or backward prediction depending on whether the reference frame is a
previous frame or next frame. Ifthe target macroblock is found to contain no motion,
a code is sent to the decompressor to leave the block the way it was in the reference
frame. If the block does have motion the motion vector and difference block need to
be coded so that the decompressor can reproduce the target block from the code.

3.5.1 Compression/Decompression (CODEC)

So far you have learned about the various types of compression techniques and the
motives behind them. Actually, compression algorithms are executed in a vast range of



methods that are fine tuned and optimized for effective performance inreal life. Many
ofthese algorithms are standardized and improved upon by official committees to
maintain portability and uniformity across different hardware and software platforms.
Also, quite often, instead of using a single algorithm, different compression methods
are applied in combination with each other. For example, the MPEG and JPEG
compression combine the run length encoding, DCT, as well as the Huffman encoding
for compression of photographic images. Often such standardized algorithms are
patented and available commercially. Sometimes, they are available free of cost as a
shareware. An example of such standardized compression algorithms is the family of
MPEG algorithms. Similarly, arithmetic encoding is an image compression algorithm
that is covered by patents.

Digital audio/video compression is achieved through precise implementations
of compression algorithms called CODECs. CODECs are compression/
decompression algorithms (CODEC — short for Compression/Decompression) that
take the digital audio/video files as input and produce compressed versions of the
audio/video files at the output. These compressed digital data files can be stored for
later decompression and playback. During playback, the compressed files are again
converted back to digital audio/video signals (decompression) by the same CODEC
software. So the computer where you want to playback the compressed audio/video
file must have the same CODEC that was used to compress the file.

A particular CODEC uses a particular audio/video compression algorithms and
the compressed file is given a unique extension to specify which CODEC has been
used.

Losdess and Lossy CODECs
CODEC:s are oftwo types (1) Lossless CODECs and (i1) Lossy CODECs.

When a digital data is compressed using a CODEC, often decompression of
the compressed data does not accurately reproduce the same audio/video waveform
or in other words, the same sound/video cannot be played back exactly. Thus, the
original audio or image signal is changed forever. The CODECs that permanently
change the digital signal during compression are called Lossy CODECs.

Lossy CODECs

These eliminate redundant or unnecessary information from the digital signal during
compression. As a result, the file size is greatly reduced. Now what is redundant
information? In case of an audio file, redundant information is the sound whose frequency
lies beyond the two extremities (20Hz and 20 Khz). The frequency that people cannot
hear, or the audio signals masked by a high volume sound (remember humans cannot
hear a low volume sound just after a high volume sound of similar frequency). The
lossy audio CODEC keeps track of such audio signals and chops oft the redundant
information to reduce the file size. Naturally, once the lossy compression transforms
the source file, it cannot be brought back to its original form. Lossy compression has
become very popular because of'its small file size and also very good audio quality.
MP3 and Real Audio files are examples of lossy compression. It is easy to transmit
MP3 files as streaming audio on the Internet and to store a large number of files in
CDs and iPods.
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In lossless compression, on the other hand, the original digital data is not changed
permanently in any way during the process of compression. So after decompression
you get back the audio data in its original form. The CODECs that compresses the
audio/video signal wWithout any change in the signal after decompression are called
lossless CODEC:s, since no portion of the original data is changed and the quality is
maintained exactly at its original level.

Example of lossless compression is removal of silence in a speech file by first
noting the period of silence in a speech and then removing 1.41 MBits of data for each
second (recall the simple arithmetic: 44100 samples/sec x 16 bits/sample x 2 channels
= 1.41 Mbits/sec.) of the silent portion in the speech. During playback, the CODEC
will reintroduce silence in the audio and reproduce the exact sound.

Another example oflossless CODECs is the Differential Pulse Code Modulation
(DPCM). It is based on storing the difference between consecutive samples instead of
storing each of the sampled digital values separately. DPCM will be effective only if
the difference between consecutive signals can be stored using lesser number of bits
than the signal itself. In this case also, the original values of the sample can be reproduced
exactly, the compression type is lossless.

Various algorithms exist for compression of digital audio data, including Huffman
algorithm, ADPCM, p-law, A-law, etc. The detailed treatment of the preceding
algorithms is beyond our scope.

You know that file extension of any file uniquely identifies the file type. This is
true for audio files also. However, from the audio file extension (for example .wav file)
it is not always possible to know the exact type of the CODEC. Take, for example,
the .wav extension. The .waV files are the standard audio format of Microsoft and
IBM. The files with .wav extension always represent audio files. However, a .wav file
may be created using a variety of CODEC algorithm—they may be ADPCM encoded,
p-law encoded, A-law encoded or even uncompressed. How will the CODEC
decompressing the compressed file know which CODEC was used to compress the
file? The answer is, by reading the header information in the file. Every audio file
(except araw file) has a header that specifies exactly which format is being used.

The only formats that do not employ compression are raw audio files. Also, it
does not have any header information. So to read froma .raw file, you have to prompt
the sampling frequency (44 1. Khz, 22.05 Khz, etc), the sample size (16-bit and 8-bit,
etc.) and the number of channels.

Depending on the operating system of your computer and the CODEC
supported, you may find any one or more of the following audio CODECs (for
Windows-9x PCs, select: My Computer — Properties — Device Manager — Sound
Video and Game Controller - Audio codecs — (double click) - Audio Codec
properties (ace Table 3.1).



Table 3.1 Some Sandard Audio CODECs Digital Video and Image

Compression
CODEC or filetype File Remarks
Extension
International M ultimedia Association .wav . -
ol ADPCN Al ateativs DMPEG wit o NOTES
IMA-ADPCM CODEC .
audio.
Microsoft .wav .
. Uses ADPCM; not as efficient as IMA-
Microsoft ADPCM ADPCM CODEC.
CCITT standard G.711 standard .wav 8-bit per sample files created from 16-bit per
formats sample using A-law or p-law encoding
A-law or p-law .wav
Raw files raw When a raw file is opened, you are required
Raw sample values with no header to give the sampling rate, resolution and
number of channels.
NeXT/Sun (Java) -au Can be both uncompressed or compressed
using either of existing techniques (such as
CCITT p -law, A-law, etc.), mono or stereo,
16 or 8 -bit and different sampling rates
when uncompressed; often used in Java
applications and applets and distribution on
the Internet.
MPEG-1 Layer 3 audio .mp3 High compression rate with good quality;
presently the leading web-based format.
Advanced Audio Coding .aac Designed as an improvement over .mp3 files;
this lossy CODEC is used by iPods and cell
phones.
Quick Time Movie .mov A multimedia container file framework
(sometimes | created by Apple; used for video, sound, and
.qt) text in separate tracks. Cross-platform - for
Mac, PC and Linux. Uses a variety of audio
and video codecs, including
Sorensen, MPEG, Cinepak, and DivX.
This list is not exhaustive.
When applying lossy compression to audio or video data in a multimedia project due
to limitation of storage and streaming, it is always advisable to work with a copy and
to keep the uncompressed original digital audio data backed up so that you may use it
in future. Also the issue of using the CODEC that will be available across different
operating system platforms is vital.
L ossess Compression Techniques
Lossless compression algorithms are applied when you cannot afford to loss data.
Such lossless algorithms are routinely applied in commercial compression utilities, such
as pkzp, winzip, compress (on UNIX), etc., for compression of text and image files.
Audio files normally do not yield good results with lossless compression, as repetition
of'same signal consecutively is not typical. Lossless algorithms are sometimes used as
one of'the steps in a hybrid algorithm, such as the JPEG compression algorithm that
also employs lossy algorithm. Here, a few of the important lossless algorithms that are
mainly used for text, image and binary encoded computer program compression are
discussed. S s
Run Length Encodin Run-Length Encoding
g 9 (RLE): One of the simplest
Run Length Encoding (RLE) is one of the simplest forms of lossless data forms of lossless data
compression. It is mainly used in compression of image, text and binary encoded compression
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computer programs where loss of data cannot be afforded. In principle, if an information
contains symbols (for digital image—the color values of consecutive pixels or for
text—the consecutive characters in a text file) that have the tendency to repeat
continuously, then instead of coding each symbol in the group individually, RLE stores
the symbol code and the number of times it is repeated in the group, thus saving space.
RLE is not generally applied to audio files because you can very rarely find a piece of
audio where the sound intensity does not change over time.

A Practical Example of RLE: The Microsoft version of bitmap image files
(the .bmp files) has the option to use run length encoding. An image file stores the
series of color values for consecutive pixels across rows and columns. You know that
if an image is stored in the RGB color mode, each pixel uses three bytes—one for
each of red, green and blue channels. For ease of understanding, let us consider an
image in grayscale, i.e., each pixel encoded in 1 byte (you can subsequently extend the
concept to 3 bytes for r, g and b channels). One byte can represent 2* or 256 gray
scales. So a grayscale image file will store a sequence of numbers from 0 to 255
representing the grayscale values of pixels across the rows from left to right for each
row and then subsequent rows down the column.

Now, if you consider a grayscale image of size 640 x 480 pixels, you will know
that the image will store 640 x 480 = 3,07,200 pixel information in as many bytes. In
the previous image information, there may be some grayscale values that are repeated
quite frequently. The idea behind RLE is that instead of storing each of the 3,07,200

pixels as an individual value, it will store pixels information as number pairs (C,n),
where c is a specific grayscale value that is repeated over n consecutive pixels.

For example, let the first 10 pixels in the previous 640 x 480 grayscale image file are:
000118118 1182420255255

the RLE of'this sequence will be
(0,3), (118, 3), (242, 1), (0,1), (255, 2)

Intuitively, you can figure out that the more a symbol is repeated continuously, the
more compression can be achieved by the RLE method.

Entropy Encoding

Entropy compression makes statistical analysis of the frequency of symbols to achieve
compression by assigning one code word to each symbol and at the same time assigning
shorter code words to encode more frequently occurring symbols. Examples of entropy
compression are Shannon-Fano, Huffiman encoding and adaptive Huffman encoding.

Claude Shannon, the famous engineer and mathematician, was the first to throw
light on the limits of lossless compression and suggest methods for achieving better
compression using entropy encoding. He introduced the concept of entropy of a
discrete random event S (where S can have possible states 1,2, 3 ....n)as:

1=H©S=Xp 1og{%j

where,

p. = probability of the i" state happening in the random event S



The preceding equation is known as Shannon's Entropy Equation. Shannon
borrowed the term entropy from physics. You may wonder why Shannon used the term
entropy. Entropy generally means chaos or disorder. In other words, it indicates the
various ways in which an event can happen. For instance, if you roll a pair of dice, you can
get five in four different ways, whereas you can get two (or twelve) in only one possible
way. So, in this context you can say that five has greater entropy than two (or twelve).

The Shannon’s entropy equation tells us the optimum value ofthe average number
of bits required to represent each instance ofa symbol in a string of symbols S depending
upon the frequency of each symbol appearing in S Shannon proved that the optimum
value of the average number of bits required cannot be further reduced, i.e., no further
compression can be achieved.

Let us take an example:

If you consider the information source Sas a grayscale image where each pixel
can randomly take any grayscale value from 0 to 255 (i.e., 2* or 256 different values),
then the probability of a pixel having each grayscale value is 1/256. The Shannon’s
equation then gives the optimum value of the average number of bits as

255 255

1 1
2 :—(log 2 (256)) = 2 ——-(8) =8bits (or 1 byte). Note that since you use 1 byte
o’ 256 5" 256

per pixel to represent grayscale values in an image, it is already optimized as per
Shannon’s equation, and you cannot further compress it.

Let us take another example:

This time let the information source S be the string of characters in the word: ‘shannon’.
So the word has 7 characters with the following frequencies in Table 3.2.

Table 3.2 Frequencies of Individual Characters in the Word * Shannon’

Character | Frequency Optimum number | Relative Product of
of bitsrequired to | frequency columns[A]
encode this of the and [B]
character character in
[A] theword
(B]
S 1 2.807 0.143 0.401
H 1 2.807 0.143 0.401
A 1 2.807 0.143 0.401
N 3 1.222 0.429 0.524
(0] 1 2.807 0.143 0.401

Then Shannon’s equation becomes,

—llo 7 +llo (Z +llo 7 +§10 7 +llo 7=
n 7 g 1 7 g 1 7 g 1 7 g 377 g 1
0.401+0.401+0.401+0.524+0.401 =2.128

This means that the minimum average number of bits required to encode each character
in the word ‘Shannon’ is at least 2.128.

Shannon-Fano Algorithm

You have understood that the Shannon’s equation implies that to achieve a better
compression ratio, you need to use different number of bits to represent different
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symbols depending on their frequency of occurrence in an information source S Fewer
bits are required to represent symbols that appear more frequently. This is also known
as Variable Length Coding (VLC).

The Shannon-Fano algorithm s a variable length coding method used for
lossless compression of data that applies the concept of minimum average number of
bits required to encode symbols in an information source Sas per Shannon’s equation.

The algorithm takes a recursive top-down approach, dividing the symbols into
two parts, such that the symbols in the two halves have approximately the same
frequencies of occurrence in the file being compressed. The algorithm generates a
code-tree where the branches are labelled with Os and 1s; the string of Os and 1s
obtained down each path from root to the leafnodes produces the code for the symbol
related at the leafnode.

You willunderstand the scheme through the following example.
Let us text a text string (the same word ‘Shannon’, which you will used to explain the
Shannon’s equation). The encoding steps are as follows:

(1) Symbols are sorted on the descending frequency of occurrence in the string.

So, the characters of the word shannonis sorted asn, s, h, a, 0 and the frequency
Table 3.3 is created.

Table 3.3 Frequency Table for the Word ‘ Shannon’ sorted on
Descending Frequency

Character | Frequency
N
S
H
A
(0]

ot | et | e | e |

(1) Next the symbols are divided into two parts—each with approximately same
number of frequencies till all leafnodes contain only one symbol.

In the example, when you divide the symbols (i.e., the characters) into two
groups N (count = 3) and (S, H, A and O total count = 4) the binary tree will
look like the following: The frequencies of occurrence are shown beside the
characters in Figure 3.2.

0
s 1
H 1
Al
o1
S1 Al
H1 o1
|31 ||H1||A1 ||01|

Fig. 3.2 Example of the Shannon-Fano Algorithm as applied to Compression of
the Word * Shannon’



Based on the Figure 3.2, you can now list the codes assigned to each character as Digital Video and Image
shown in Table 3 .4. Compression

Table 3.4 List of Codes assigned to Each Character

NOTES

Character | Frequency Optimum number Code Number of bits | Total Number
of bitsrequired to used per of bitsrequired
encodethis character
character
[1] [2] [3] [
1.222 0
2.807 100
2.807 101
2.807 110
2.807 111
Total number of bits required

[1] x[4]
3

O»|Z|wn|Z
Uiy puy Ju U FIVY
Ww|w|w|—[N
wW|w|w|w

—_
W

The average number ofbits used as per Table 3.4 to represent each character in the
word shannonis 15/7=2.143. As per Shannon’s equation, the minimum number is
2.128. Hence, you are very close to the lower bound.

Huffman Encoding

Huffman encoding s another lossless compression employing entropy encoding which
is more efficient that the Shannon-Fano algorithm in terms of compression rate. %

It is normally used on text and bitmap image files. In this algorithm also, a variable Huffman encoding: Another
length-encoding scheme is used such that the characters (for a text file) or the colors lossless compression
(for an image file) that appear more frequently are encoded with fewer bits. So you employing entropy
can termit as a form of entropy encoding, such as the Shannon-Fano algorithm, etc., encoding
described earlier.

The Huffiman encoding algorithm performs the job of compression in the following
steps:

It determines the codes (of variable lengths) for each of the characters or colors
in a text or image file respectively. The information is stored in a frequency table
containing individual character/color and its frequency of occurrence. A tree data
structure is developed based on the frequency table. Unlike the Shannon-Fano
algorithm, which employs a top-down approach, the encoding scheme in Huffman
algorithm takes a bottom-up approach. This is explained in the subsequent section.

From the frequency Table 3.5 select two symbols (text-character or color)
having the lowest frequency of occurrence as two nodes. These two nodes are joined
to form a parent node. The frequencies ofthe children nodes are added and assigned
to the parent node. A Huffman sub-tree is thus created. Insert the parent node in the
list maintaining the ascending order. Delete the children from the list and continue this
cycle till the list has only one symbol left.

During the preceding process, any two nodes (having the least frequencies in
the list) that do not already have a parent node can be combined. Hence, sometimes
you have to combine two leaf nodes, sometimes two parent nodes or sometimes a leaf
node and a parent node.

To illustrate the Huffiman algorithm, let us consider the same word ‘shannon’
and proceed to create a frequency table and a binary tree.
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Table 3.5 Frequency Tablefor the Word * Shannon’ sorted on ascending Freguency

Character | Frequenc

NOTES S = Y
H
A
O
N

U | it | bt [ ot |

Step 2: Form and expand the Huffiman sub-tree and modify the list created from the
frequency Table 3.5.

The list sorted in ascending order with
frequencies in bracket:

S(1) H(1) A(1) O(1) N(3)
After creation of the Parent node P1 insert
it in the list and delete the child nodes.

SEhHGB A1) O(1) P1(2) N(3)

The revised list (deleting S and H):
A(1) O(1) P1(2) N(3)

After creation of the Parent node P2 insert
it in the list and delete the child nodes.

AtH- 0(H P1(2) P2(2) N(3)

Note that now there are two Huffman sub-
trees created has and they have to be linked
together.

The revised list (deleting A and O):
P2(1) P2(2) N(3)

After creation of the Parent node P3 insert
it in the list and delete the child nodes.

OP23) N(3) P3(4)

Sep 3: Based on the preceding Huffman-tree, you can now list the codes assigned to
each character, as shown in Table 3.6.
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Character | Frequency Optimum number Code Number of bits | Total Number
of bitsrequired to used per of bitsrequired
encodethis character
character NOTES
[1] [2] [3] [4 [1] x[4]
S 1 2.807 110 3 3
H 1 2.807 111 3 3
A 1 2.807 100 3 3
(6] 1 2.807 101 3 3
N 3 1.222 0 1 3
Total number of bits required 15

The average number of bits used as per Table 3.6 using the Huffiman encoding
algorithm to represent each character in the word shannonis 15/7=2.243. This is the
same value obtained from the Shannon-Fano algorithm. Note that as per the Shannon’s
equation the minimum number is 2.128. Thus, you are close to the lower bound.

Having obtained the codes for the symbols, next, the text/image file is compressed
by replacing each character/color with its code.

Observe that in the preceding example, the symbols S H, A, and O all have the
same frequency of occurrence, i.e., 1. Iftwo or more minimum value nodes have the
same value, the choice of which one to use is arbitrary. Thus, there may be more than
one Huffiman tree, and more than one possible way an information source (text or
image file) may be encoded. You could have started with A and O instead of Sand H
and obtained a different set of code words. However, the average number of bits will
be the same.

A unique feature of the Huffman coding is that no code is a prefix of another
code. For example, you will not find a code 0 and a code 00, or 000. Similarly, you
will not get a code 1 along with the codes 11 or 111 or 110. This is because the codes
are created from the tree data structure. Otherwise, it would have created tremendous
problem since the codes are of variable length.

Arithmetic Encoding

One disadvantage with the Shannon-Fano and Huffiman algorithms is that each symbol
in the information source has to be treated separately. Accordingly, each symbol is
given a unique code, represented by an integral number of bits.

However, from Shannon’s equation, you have seen that one can achieve optimum
encoding by using a non-integer number of bits for each code. For example, you have
already learned that in order to represent the text string ‘Shannon’ if you could use
exactly 2.128 bits to each character, you could achieve an optimum compression rate.
However, with the earlier two algorithms, you can only use integer number of bits.
Arithmetic encoding overcomes some ofthe drawbacks of the Huffiman and Shannon-
Fano algorithms by encoding a file or group of symbols as an entity instead of assigning
a code to each symbol. Here, a group of symbols is encoded using a single floating
point number. Otherwise, the arithmetic encoding is also based on statistical analysis
ofthe frequency of symbols in a file.

Arithmetic encoding uses the same strategy as entropy encoding:

Sep 1: Begin with a list of the symbols in the information source (a text or image file)
and their frequency of occurrence.
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You can keep the list unsorted or you can sort them in ascending or descending order
of frequencies, but whatever you choose, the same list should also be used while
decoding.

Sep-2: Next, express the frequencies as numbers between 0 and 1 and assign each
symbol a probability interval.

To start with, let us define f  =Low value of the frequency = 0

fhigh = High value ofthe frequency = 1

Piera — Probability interval = £ fo =1-0=1

Suew — Ihelower value in the probability interval for the k™ symbol
Sihigh The higher value in the probability interval for the k™ symbol

Step-3: Select the k™ symbol in the string (k = 1,2,3,....) of symbols to be coded
(a character in a text string or the color ofa pixel in a string of pixels) and calculate the
code sub intervals as follows:

:f *

+
low-new low pinterval Sklow

fLigh—new f;ow + pinterval * Skhigh
Sep-4: Update the code sub intervals. Then select the next symbol.
f =f

low low-new

f;‘li gh f;‘li gh-new

pinterval o f;ligh - flow

Repeat Steps 3 and 4 till the last symbol is processed.

Sep-5: On coming out of the loop, store the number f_ as the encoded value
This is illustrated with the help of an example.

Consider a text string containing the characters ‘O, S, C, H, L’ as per Table
3.7. Let the first six letters in the preceding text string be — ‘SCHOOL’ and apply the
arithmetic encoding on it.

First, you have to create the list of symbols (the characters and their frequency)—
the characters (symbols) taken in arbitrary order:

Table 3.7 Listsof Symbolsand the Frequency of their Occurrence

Character Frequency Probability interval
Occurrence
Sklow Skhigh
O 20 20/100 = 0.2 0 0.2
S 30 30/100 = 0.3 0.2 0.5
C 10 10/100 =0.1 0.5 0.6
H 10 10/100 = 0.1 0.6 0.7
L 30 30/100 = 0.3 0.7 1
Sum 100 1

You have already accomplished Steps 1 and 2. Notice that the sum of all the frequencies
is 1 and the frequencies are expressed as real numbers between 0 and 1 and each
character is assigned a frequency interval whose size matches with the frequency of
occurrence. For example, the frequency interval of the character ‘S’ is 0.2 to 0.5.



Next, you have to go through the Steps 3 and 4 recursively to narrow down the Digital Video and Image
probability interval by calculating the code sub-intervals as per Table 3.8. Compression

Table 3.8 Calculations of the Code Sub-Intervals

NOTES

sharacter fhiqh flow Pinterval fIow-new Fhiuh-new
1 0 1 0+1*0.2=0.2 0+1*0.5=0.5
0.5 0.2 0.3 0.2+0.3*0.5 = 0.35 0.2+0.3*0.6 = 0.38
0.38 0.35 0.03 0.35+0.03*0.6 = 0.368 0.35+0.03*0.7 = 0.371
0.371 | 0.368 | 0.003 0.368+0.003*0 = 0.368 0.368+0.003*0.2 = 0.3686
0.3686 | 0.368 | 0.0006 0.368+0.0006*0 = 0.368 0.368+0.0006*0.2 = 0.36812
0.36812| 0.368 |0.00012| 0.368+0.00012*0.7 = 0.368084 | 0.368+0.00012*1 = 0.36812

—|O|0|T|O|n

From the final step, the low value obtained (i.e., 0.368084) gives the encoded
value of'the entire string ‘SCHOOL’ in the text file.

The reverse process does decoding. For instance, to get back the string
‘SCHOOL’ from the encoded value 0.368084, you can take the following steps:

From the initial probability table (See Table 3.8) the number 0.368084 lies
within the probability range assigned to ‘S’ (0.2 to 0.5). So ‘S’ is the first symbol in the
string,

Now to go back one step above the code sub-interval subtract the low value
(8,,,) Of the symbol ‘S’ from the encoded value and divide it by the probability interval
(P} enq) ©F °S’, this results in:

(0.368084 —0.2)/(0.5-0.2) = 0.56028. This value lies in the probability interval
range of ‘C’. So ‘C’ is the second symbol in the string.

Now to go further back by one step above the code sub-interval subtract the
low value (s, ) ofthe symbol ‘C” from the encoded value and divide it by the probability
interval (p. ) of ‘C’, this results in:

interval

(0.56028 —0.5)/(0.6—0.5) = 0.6028. This value lies in the probability interval
range of ‘H’ (0.6 t0 0.7). So ‘H’ is the third symbol in the string.

Similarly, all the other symbols are extracted/decoded.

Though the arithmetic encoding/decoding process is workable for the previous
example, you will appreciate that to represent the string of symbols (characters in a
text string or pixel information is an image) by a real number you will require very high
precision floating point arithmetic, which maynot be practical. Inreality, actual arithmetic
encoding algorithms employ bit shifting operations and integer arithmetic, thus avoiding
requirement for any floating point operations at all. IBM and other companies have
filed a number of international patents on such sophisticated encoding techniques and

many legal battles have been fought over their use.

3.6 IMAGE COMPRESSION STANDARDS

I mage compression denotes compression of data for digital images. The objective

of'such compression is the reduction of redundancy of data pertaining to the image
data that makes storage and transmission of data in an efficient form. But such reduction
of'data may lead to loss of some data pertaining to the image and for this reason, an
image compression may prove to be loss.

I mage compression: It
denotes compression of
data for digital images
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Thus, there are two types of image compression, lossy and lossless. Lossless
compression is preferred in technical drawing, medical imaging, comics and icons. A
lossy compression, when applied at low bit rate, is subject to compression artifacts.

3.6.1 Methods Used in Image Compression

The following methods are generally used in image compression

L ossless Compression: In this method data is compressed in such a way that on
decompression the display would be an exact replica of the original data.
¢ Run-length Encoding: This is default method used in PCX and one of the
methods used in BMP, TIFF and TGA formats.
e Entropy Encoding
e DPCM and Predictive Coding
e AdaptiveDictionary Algorithms: LZW is an algorithm used in TIFF and
GIF image formats.
e Deflation: This method is used in PNG, TIFF and MNG formats.
e Chain Codes

Lossy Compression

e Reduction of Color Space: In lossy compression, color space is reduced
to some ofthe most common colors of the image. Colors, so selected, are
specified in the header of compressed images’ color palette. Every pixel
makes a reference to the index of'a color in this color palette. To avoid
posterization, this method is combined with dithering.

e Chroma Subsampling: This method makes use ofthe fact that human eye
has perception for spatial changes more in case of brightness in comparison
to that of color. This averages or drops some of the information on
chrominance ofthe image.

e Trangorm Coding: This method is most commonly used and in it a transform
that is Fourier-related is applied. This is followed by quantization and entropy

coding.
e Fractal Compression: This technique works on the principle of self
similarity.

The main objective of image compression is the production of best quality of
image at a given bit-rate, also known as compression rate.

3.6.2 JPEG Image Compression Standard

In multimedia, different signals for digitization are either time-varying (audio) or space-
varying (still image) or vary with both time and space (video). The number oftimes a
time-varying periodic signal (such as audio, radio or light) changes during a unit oftime
is the frequency of the signal. Similarly, for a space-varying signal such as the color
intensities of pixels in an image, frequency or more specifically spatial frequency is the
number of times the intensities varies over a unit of distance. The component frequencies
(for different colors) and amplitudes (color values) for each frequency can be computed
for an image using Fourier Transform and can be displayed graphically in the frequency
domain. The horizontal axis represents frequency and the vertical axis represents



amplitude in such frequency spectrum graph—the spikes at different frequencies Digital Video and Image
correspond to different signal components (see Figure 3.3). Compression
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Fig. 3.3 Frequency Spectrum

The spike at zero frequency is called the DC component, which can be considers
as the average value of the signal. The other (non-zero) spikes are called AC
components. The high-frequency components are associated with abrupt and frequent
changes in pixel intensity across the image. Psychophysical experiments suggest that
people do not perceive the effect ofhigh frequencies (wide variation of color within
small area) very accurately. So, they are less likely to notice any change if some of the
very high special-frequency components are removed from an image-signal. JPEG’s
approach is basically to remove special redundancy that is to reduce high-frequency
components of'an image and then the result is coded into a bitstring.

The JPEG encoder (shown in Figure 3.4) works in the following manner:
Step 1: Transform RGB to YIQ or YUV and subsample color.

Step 2: Perform DCT on image blocks.

Step 3: Apply quantization.

Step 4: Perform zigzag ordering and run-length encoding.

Step 5: Performentropy coding.

YIQ or YUV
A F(u, i : Fq(u, v
fQ. ), beT }M.{ Quantization }L
O ] ]
8x8
_______ Quant.
Coding Table
Tables
Header
_____ i DC
Tables—| < «—— DPCM [¢—
Entropy —— Zigzag
Data Coding |, (" RriE
AC

Fig. 3.4 Block Diagramfor JPEG Encoder

Sep 1: JPEG works for both color and gray scale images. In case of color images in
YIQ or YUV format, the JPEG encoder works on each component separately using
the same routines. If the source image is in a different color format, say RGB, the
encoder performs a color space conversion to yield YIQ or YUV image signal. When
the JPEG image is needed for viewing, the three compressed image components can
be decoded independently and eventually combined.
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Sep 2: Animage is a function say f (i,)) of the two dimensions Xand y. JPEG uses 2D
Discrete Cosine Transform (DCT) to transform the image into its frequency components.
In computational terms, DCT takes an array of pixel values f (i,j) and produces a
same sized two-dimensional array of coefficients F(u,V), representing the amplitude
of'the special frequency components in two directions.

It shows that DCT computation takes the form of'a nested double loop, iterating
over the two dimensions of the array. The computational time for each DCT coefficient
is proportional to the image size in pixels (i % ) and the entire DCT computation time
is proportional to the square ofthe size.

Step 3: To reduce the total number of bits needed for a compressed image, DCT
coefficients for different frequencies are quantized to different levels with fewer levels
being used for higher frequencies. JPEG uses a 64-element quantization table, which
must be specified by the application (or user) as an input to the encoder.

Sep 4: Before entropy coding of compressed data, two additional lossless
compression steps are carried out on the quantized DCT coefficients. These are run-
Length Encoding (RL E) on AC coefticients and Differential Pulse Code Modulation
(DPCM) on DC coefficients.

Sep 5: The DC and AC coefficients finally undergo entropy coding. Only the basic
(or baseline) entropy coding method which uses Huffman coding and supports 8-bit
pixels is used. Each DPCM coded DC coefficient is represented by a pair [SIZE,
AMPLITUDE] where SIZE indicates how many bits are needed for representing the
coefficients and AMPLITUDE contains the actual bits. Huffiman coding scheme uses
1 bit for the most frequently occurring SIZE, 2 bits for the next most frequent SIZE
and so on saving in space for storing DPCM coded DC coefficient data. Huffman
codes are thus Variable-Length Codes (VLC) and the coding requires that one or more
sets of Huffman code tables be specified by the application which uses JPEG. The
same tables that are used to compress an image are also needed to decompress it.

JPEG Modes

The JPEG standard supports numerous modes (variation). Some of the commonly
used ones are as follows:

e Sequential mode
e Progressive mode
e Hierarchical mode
e [ossless mode
e Sequential M ode: The key difference with the sequential mode is that each
image component is encoded in multiple scans rather than in a single scan.

e Hierarchical Mode This mode provides a ‘pyramidal’ or hierarchical encoding
of'animage at multiple resolutions, each differing in resolution from its adjacent

encoding by a factor of two in either the horizontal or vertical dimension or
both.

e LossessMode: Lossless JPEG is a very a special case of JPEG, in which,
indeed has no loss in its image quality. It does not use DCT-based method.
Instead, it employs a simple differential (predictive) coding method.



3.6.3 MPEG Motion Video Compression Digital Video and Image
Compression

MPEG (Moving Picture Experts Group) is the international standard for audio and
video digital compression and MPEG-1 is most relevant for video at low data rate
(upto 1.5 M bit/s) to be incorporated in multimedia. MPEG-1 is standard with five NOTES
parts, namely—systems, video and audio, conformance testing and software simulation
(a full C-language implementation of the MPEG-1 encoder and decoder). Though
higher standards like MPEG-2, MPEG-4, MPEG-7 and MPEG-21 have evolved in
search of a higher compression ratio, better video quality, effective communication
and technological upgradation, you will study MPEG-1 only for understanding of the
basic MPEG scheme.

MPEG-1

MPEG-1 standard does not actually explain a compression algorithm but it defines a
datastream syntax and a decompressor. The datastream architecture is based on a
sequence of frames, each of which contains the data that is needed to create a single
displayed image. There are four different kinds of frames (depending on how each
image is to be decoded, which are as follows:

1. I-Frames(intra-coded images): They are self-contained and are coded without
any reference to other images. These frames are spatially compressed using a
transform-coding method similar to JPEG. The compression ratio for [-frames
is the lowest within MPEG. An [-frame must exist at the start of any video
stream and also at any random access entry-point in the stream.

2. P-Frames(predictive-coded images): They are compressed images resulting
from the removal of temporal redundancy between successive frames. These
frames are coded by a forward predictive-coding method in which the target
macroblocks are predicted from most similar reference macroblocks in the
preceding I or P—frame. Only the difference between the spatial location of the
macroblocks, that is, the motion vector and the difference in the content of the
macroblocks are coded. Instead of the difference, a macroblock itselfis coded
as non-motion compensated macroblock when a good match as reference
macroblock is not found. P-frames usually achieve a large compression ratio
(three times as much in [-frames).

3. B-Frames (bi-directionally predictive-coded frames): They are coded by
interpolation between two macroblocks—one from forward prediction (from
previous I or P-frame) and the other from backward prediction (from future I
or P-frame). Interpolative motion compensation is used here. If matching in
both directions is successful, two motion vectors will be sent and the two
corresponding matching macroblocks will be averaged (interpolated) for
comparing to the target macroblock in order to generate the difference

macroblock. If an acceptable match can be found in only one ofthe reference
frames, then only one motion vector and its corresponding macroblocks and ——
used for generating the difference macroblock. Maximum compression ratio D-Frames (DC-coded
(one and half times as much as in P-frame) is achieved in B-frames. frames): They are

. intraframe-coded and are
4. D-Frames(DC-coded frames): They are intraframe-coded and are used for used for fast forward or fast-

fast forward or fast-rewind modes. rewind modes
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3.6.4 Digital Video Interface Technology

The Digital Display Working Group created the Digital Video Interface (DVI) technology
that accommodates for interconnecting the single connector to both digital and analog
interfaces. The DVI technology supports high-speed connection (digital) to display
the videos and animations. It facilitates a common interface for all the display devices.
The high-speed digital signals in DVI technology support up to 350 Mpixels/sec as
well as SVGA. The plug and play service is supported via hot-plug detection in this
interface. It is frequently being used in LCD displays. The nature of operation of this
technology is implemented in the pure digital form. Therefore, intermediate analog
signals are not needed to use the DVI technology. It encounters analog-to-digital
conversion to remove the synchronization of the operations and aliasing problems.
Conceptually, DVI implies a collection of video interface through which LCD flat
monitors get good quality modern video-graphics cards. For this, DVI cables are
being used including both VGA and DVI output port (see Figure 3.5).

Fig. 3.5 Digital Video Interface

The technology behind DVI uses Transmitting Minimized Differential Signaling
(TMDS) to transmit the desired data over DVI connection. One TMDS is linked to
transmit the data but sometimes dual links and two TMDS channels are also preferred
to link if it is assembled to the system unit. The three data channels (RGB fiber optics)
are maintained by a single link in which one channel (clock control channel) is used
to access the demanded video even if the dual link is connected to the system unit

(see Figure 3.6).
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RGB values & Clock
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Fig. 3.6 Data Channels Linked with DVI Connection

In Figure 3.6, the Graphics Processing Unit (GPU) controller is used to send
the pixel data that is passed to various data channels. The data channels are named
data channel 0, data channel 1 and data channel 2 that are bound with time constraints.
After controlling and checking, each pixel is used in graphics and the specific data are
sent to the CRT or LCD monitors to be processed that are to be viewed by the
customers/viewers. The TDMS link of 10-bit is generally operated till 165 MHz. It
can also be linked up to 1.65 Gbps of bandwidth. A digital flat panel is displayed by



1920x%1080 screen resolution and the electric power is generated at 60 Hz. Basically, Digital Video and Image
this flat panel supports dual-link TMDS because dual link supports 2Gbps of bandwidth Compression
and is operated to match every second link to the previous one. The dual TMDS uses

2048 x 1536 screen resolution to achieve better graphics for the DVI technology.

Working of DVI

NOTES

The system unit (PC/VGA/CRT) creates and transmits the video signal in the form of
digital signals (0 and 1). The digital CRT monitor displays the analog signals but the
video card ofthe system unit (VGA connection) converts the digital signals to analog
ones to display the video data. The role of DVI technology is important at this step
because the LCD monitor uses the graphics interpreter with the help of the DVI
connection and changes analog signals back to digital ones.

In Figure 3.7, most of the video cards are used with DVI technology to convert
the digital-to-analog signal and then convert analog-to-digital signal in the LCD display
unit. The data in the PC is sent to the processing of electronic signals and then it
appears on the LCD monitor.

—

=| Analog System @
o

H LCD or CRT
The PC data Electronidj
(digital) Data|D/A signals A/D| Data | w/oDVI

(analog)

i

digital-to-Analog Analog-to-Digital
Converter Converter

Fig. 3.7 LCD Monitor with DVI Technology

The image quality is not good and the display unit shows a lower resolution. The
function of DVI is to remove the bad quality of graphics that appear in the video or
animation.

Types of DVI

The DVI represents the mode of video interface technology, which is used to optimize
Digital Flat Panel (DFP) standards. The types of DVI connections are as follows:

1. DVI-D (TrueDigital Video)

In the DVI-D system, the cables are directly connected to the source video, for example,
video cards and digital LCD monitors. It offers a high quality image in comparison to
the analog image. The analog signal is sent to the monitor and then changed to the —

digital format. It enhances the source connection and omits the process of analog DVI-A (High-Resolution
] ) system, the cables are used
2. DVI-A (High-Resolution Analog) to transmit the DVI signal to

. . . . display in the analog format
In the DVI-A system, the cables are used to transmit the DVI signal to display in the for the LCDs and CRT

analog format for the LCDs and CRT monitors. monitors
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11. Fill in the blanks with
appropriate words.

a. metrics is
used as prime tool to
compress image and
data.

b. compression
denotes compression of
data for digital images.

c. in a digital
video image occurs when
the same information is
transmitted more than
once.

d. is a format for
bitmap images,
introduced by
CompuServe in 1987.

12. State whether the following
statements are true or false.

a. If the compressed data
are properly indexed
then it improves the
performance of mining
data in the compressed
large database as well.

b. Redundancy in digital
video occurs when the
same information is
transmitted more than
once.

¢. Temporal redundancy is
removed by compressing
each individual image
frame in isolation and the
techniques used are
generally called spatial
compression or intra—
frame compression.

d. MPEG is the
international standard for
audio/video audio
compression.
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3. DVI-I (High-Resolution Analog)

In this system, the cables are integrated and are used to transmit the digital source
signal to a digital display or it can change the analog source to an analog display. It
makes the DVI-I connection flexible and better than other DVI technologies.

Features of DVI Technology

The features of DVI technology are as follows:

1.

It uses proprietary chips and the data compression method to create a form of
multimedia that is to be integrated into the desktop system unit.

. Itis helpful to play back the full motion videos, multiple stereo sound tracks, live

television shows, color graphics, etc.

. It incorporates and stores DVI into the storage devices for desktop system unit

and Winchester hard drives.

. It plugs the interface boards to distribute the available expression slot on the

motherboard and then installs the software.

. It provides an enhanced technique manifesting the text-oriented e-mail and marks

the sender of the message with the motion video communication.

. It supervises the information tracking to transmit the videographic instructions

for subordinating the messages sent, as per VoD technology.

. Itisused to send and receive the applications of videographic presentations,

videographic voice mail, audio—visual databases, audio—visual references, sales
messages, etc.

3.7

SUMMARY

In this unit, you have learnt that:

¢ Digital multimedia object files are normally very large. For the purpose of storage

and transmission, they are required to be compressed.

Compression algorithms are divided into two fundamental types (i) Lossless
compression and (ii) Lossy compression.

In a lossless compression, no data or information is lost at the time of
compression and decompression process. While compression condenses the
size of the file, the decompression process restores the data back in its original
value and size.

In lossy compression sacrifices some information. However, the information
that is sacrificed utilizing the limitations of human vision or hearing and the loss
of fidelity is not perceptible to a human being.

Multimedia data compression technique is used to reduce the redundancies in
data representation with reference to decrease in the data storage requirements
and hence communication overloads when transmitted through a communication
network.

Redundancy in a digital video image occurs when the same information is
transmitted more than once.



e Run-length encoding is default method used in PCX and one of the methods Digital Video and Image
used in BMP, TIFF and TGA formats. Compression

¢ Out of different multimedia elements the need for compression is greatest for
video as the data volume for Full Screen Full Motion (FSFM) video is very
high.

e Image compression denotes compression of data for digital images. The
objective of such compression is the reduction of redundancy of data pertaining
to the image data that makes storage and transmission of data in an efficient
form.

NOTES

¢ Transform coding method is most commonly used and in it a transform that is
Fourier-related is applied. This is followed by quantization and entropy coding.

e MPEG (Moving Picture Experts Group) is the international standard for audio/
video digital compression.

¢ Inthe DVI-A system, the cables are used to transmit the DV signal to display
in the analog format for the LCDs and CRT monitors.

e In DVI-I, the cables are integrated and are used to transmit the digital source
signal to a digital display or it can change the analog source to an analog display.
It makes the DVI-I connection flexible and better than other DVI technologies.

e DVItechnology is helpful to play back the full motion videos, multiple stereo
sound tracks, live television shows, color graphics, etc.

3.8 ANSWERS TO ‘CHECK YOUR PROGRESS

1. Compression algorithms are divided into two fundamental types (i) Lossless
compression and (ii) Lossy compression.

2. Multimedia data compression technique is used to reduce the redundancies in
data representation with reference to decrease in the data storage requirements
and hence communication overloads when transmitted through a communication
network.

3. Redundancy in a digital video image occurs when the same information is
transmitted more than once.

4. When a scene is stationary or only slightly moving, there is redundancy between
frames of motion sequence—the contents of consecutive frames in time are
similar, or they may be related by a simple translation function. This type of
redundancy is called temporal redundancy.

5. In loss less compression, data is compressed in such a way that on
decompression the display would be an exact replica of the original data.

6. Run-length encoding is default method used in PCX and one of the methods
used in BMP, TIFF and TGA formats.

7. Transform coding method is most commonly used and in it a transform that is
Fourier-related is applied. This is followed by quantization and entropy coding.

8. MPEG (Moving Picture Experts Group) is the international standard for audio/
video digital compression.
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Digital Video and Image 9. In the DVI-A system, the cables are used to transmit the DV signal to display
Compression in the analog format for the LCDs and CRT monitors. In DVI-I, the cables are
integrated and are used to transmit the digital source signal to a digital display or
it can change the analog source to an analog display. It makes the DVI-I

NOTES connection flexible and better than other DVI technologies.

10. DVI technology is helpful to play back the full motion videos, multiple stereo
sound tracks, live television shows, color graphics, etc.

11. (a) Error, (b) Image, (c) Redundancy, (d) GIF
12. (a) True, (b) True, (c¢) False, (d) False

3.9 QUESTIONS AND EXERCISES

Short-Answer Questions

1. When is multimedia data compression technique used?
2. When redundancy in digital video does occurs?

3. What are two types of redundancy?

4. List various methods used in image compression.

5. Write short note on working of DVIL.

Long-Answer Questions

1. How can we calculate MSE and PSNR? Explain

2. Explain JPEG image compression standard.

3. What are different types of JPEG modes? Discuss with the help of examples.
4. Explain different kind of frames decoding in MPEG-1 standard.

5. What are different types of DVI? Describe each type.
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4.0 Introduction
4.1 Unit Objectives
4.2 User Interfaces
421 Graphical User Interfaces
422 Widget Toolkit
4.3 Hardware Support
431 Universal Seria Bus(USB)
432 Smal Computer System Interface (SCSI)
433 |EEE 13%4 (Firewire)
4.4 Streaming Technologies
441 Streaming Servers
442 Streaming AudioVideo Formats
443 MPEG-4Format
45 Multimedia Database Systems (MMDBS)
451 MMDBSApplications
452 MMDBSArchitecture
453 Featuresof MMDBS
454 MultimediaDatabase Queries
455 Implementation of MMDBS
4.6 Object-Oriented Approach
46.1 Object, Classesand Related System
4.7 Multimedia Documents
471 Standard Generalized Markup Language (SGML)
4.7.2 Office Document Architecture(ODA)
4.7.3 Multimediaand HypermediaExperts Group (MHEG)
4.8 Multimedia Frameworks
4.9 Summary
410 Answers to ‘Check Your Progress
411 Questions and Exercises

4.0 INTRODUCTION

Digital multimediatechnology has evolved tremendoudy over thelast two decades.
Multimediaarchitecture intermsof hardware and software resourceshaveimproved
with theimprovement of processing power, network bandwidth, datacompression
technology and crossplatformmultimediadatatransfer protocolsand standards. With
theimprovement of digital multimediatechnology, the user interfaceshave now become
multimedia enabled, offering much superior flexibility intermsof improved and user-
friendly interface to software applications. Newer hardware components, such as
Universal Serid Bus(USB), IEEE13%4 and Smdl Computer System Interface (SCSI)
aswell asdatatransmission protocols, such asBluetooth, etc., have made multimedia
datacapture, transmission and playback faster and easier. The most noticeable step
towards multimedia-enabled applicationsisthe shift from thetext based-user interface
to thepresent day Graphical User Interface (GUI). Inthisunit, you will learn about the
multimedia-enabled applicationswith referenceto the GUI. You will also study about
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multimedia network, multimedia database architecture and distributed multimedia
computing over networks.

The various multimedia elements, such asaudio, video, image, and text are
used to interface with software applications. Operating systems, such asWindows,
Mclntosh, X-Window, etc., include support for such elements. Normally, the GUI
elementsare not embedded into the operating sysemkernd, but they areavailable as
aset of Application Programming I nterface (AP!1), whichare hardware-leve ingtructions
or low-leve functionsfor implementing various multimedia-based features. Thesoftware
collectionthat providesthe GUI by accessing the AP iscalled theimplementation of
theAPI. It usudly containsthedocumentation and toolsfor using the AP inthe software,
andiscollectively called Software Development Kit (SDK). InWindows, theAPI is
aset of functionswrittenin C and C++ and implemented asDynamic Link Libraries
(DLL) mainly in the operating system core files. Examples of such APIsinclude
Direct3D, DirectX and OpenGL.

Largerepostoriesof digital audio and video dataare available commercialy in
multimedia database over the Internet. The famous YouTubeis an example, which
offersthousandsof video clippingsover the Internet on diverse subjects. The other
examplesaretheavailability of videoconferencing facility and video-on-demand (set-
top boxes) at affordable price. Thishasbecome possibledueto standardized streaming
technologies and real-time multimedia playback protocols, such asRTPand RTSP
and standardized playbacksarchitecture, such asthe Windows mediaframework and
QuickTime framework. Animportant matter related to the distributed multimedia
application is effective synchronization between pardld playing datastreamslikevideo
and audio.

Findly, thisunit will focus on object oriented gpproach and multimediadocuments
Objectsareacollection of attributeswhich directly represent structural and behaviora
knowledge of adomain. Thus, anattributeisamapping fromaset of objectsto aset
of objects. Whentheattribute returnsaset of oneeement (knownassingleton set), it
isviewed asreturning an object rather than aset. SGML isan | SO-standard (1SO
8879:1986) technology. It is used to define generalized markup languages for
documents. Markup describesthe structure and other features of adocument. The
ODA enabled documentsmay containtext; geometric graphicsinformeation in Computer
GraphicsMetafile (CGM) format, or bit-mapped, raster or facsimile or other graphics
information. MHEG defines standards of information coding and is defined in 1SO/
IEC 13522. Subsequently, various revisions have been done to keep up with
developmentsin multimedia.

4.1 UNIT OBJECTIVES

After going through thisunit, you will begbleto:
e Understand user interfaces
¢ Describe hardware support
e Explainstreaming technologies
e Understand the concept of MMDBS
e Discussthe object-oriented approach
e Describe multimediadocuments, suchas SGML, ODA and MHEG



4.2 USER INTERFACES

The user interface or Human Computer Interface (HCI) isthe collective means by
which ahuman being interactswithacomputer sysemincluding aperiphera device, a
computer programor the computer itself. Normally, the user interface offersaprocess
of input by whichtheuser can influence and control asystem; and the output whereby
the systemindicatesthe effect of the manipulation. For instance, inthe earlier days of
the mainframe computers, an input to thecomputer sysemwas givenmainly by typing
commands on the console or by punch cards and the output was obtained at the
display terminasand on paper.

Early computer operating systems and applications used what is known as
command line interface. Here, text was the only medium for interaction with the
terminalsastheuser wasrestricted to give commandsthrough the keyboardinasingle
line of text on the screen, called the command line. Thismode of interface isalso
known astext-based interface. Even beforethat, in the primitive days of computers,
theuser had to enter arangeof addressesthrough register switchesto give commands
and supply data.

Now, we have multimedia user interfaces or computer interfaces that
communicate with auser using multiple media objects, such asimageicons, text,

speech, etc.
4.2.1 Graphical User Interfaces

Graphical User Interfaces(GUI s) arethe most popular type of computer interfaces
today. They can be used intuitively and are much easier to usethan the command-line
interfaces. The user can interact with on-screen smulations of familiar objectsthat
giveideaabout the function of the application they represent. For instance, theicon of
acdculator indicatesacaculating programor arecyclebin (or atrash can) indicates
thefolder containing the deleted files.

The mainfeaturesof aGUI interface are—on-screen desktop, display windows,
optionsmenu, command icons, dialog boxesand online help. Theabovefeaturesare
briefly discussed asfollows:

The on-screen desktop isthe screenyou normally seeinyour PC— it emulates
your working tableinred life. Thevariousgraphic elements, suchasapplicationicons,
buttons, links, dialog boxes and sub-windows are displayed on the desktop.

The mainfeature of aGUI isthedisplaywindow. It isarectangular areaof the
screen used to display aprogramor varioustypesof output including multimediadata.
Thereisahorizonta bar caled thetitle bar at thetop of eachwindow that displaysthe
name of the application and the file accessed in the display window. Multiple display
windows may be opened for running multiple programsand gpplicationsinamultitasking
environment. The display window also featuresascroll bar at the side or bottomto
scroll throughalarge document.

An option menu, as the name suggests provides a set of options. Users can
select optionsthey want by highlighting the option and clicking on it with themouse, as
inthe case of selection of thetext font or font sizeinthe MSWord program.
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The command icons GUI s are icons representing common actions, such as
opening, saving or printing files. Theseiconsmay be displayed in arow near thetop of
the screen called atoolbar. When the mouse pointer is positioned on anicon, the
screentipsaoneor two-wordidentificationlabd isdigplayed. Clickingtheicon launches
the associated action.

A dialog boxisawindow that appearstemporarily for the user to input specific
information at runtime. It disappearsoncethe user entersthe requested information.
GUIsroutingy use dialog boxesto prompt user responses and provide information.
Interactions between the user and software are carried out through common GUI
elements, such astext boxes, check boxes, tabs, option and buttons, etc.

The GUI interface aso offers online help feature. Clicking the help button
causes adialog box to appear asking the user to specify the kind of help needed. The
program then searchesfrom either the client machine or onlinedocumentation and
displaysamenu of topicsfromwhich auser can make aselection.

It should bekept in mind that the GUI swere made possiblewith theintroduction
of mousetechnology and multimedia high-resolution monitors. Theother variants of
the mouse arelight pen, track ball and the touch screen. Today, almost all PCsare
equipped withapreingtalled GUI operating system, and most application softwareis
designed to work smoothly with them. Xerox PARC asthe interface for the X erox
Alto computer introduced the concept of GUI. AppleInc. made GUI popular withits
Macintosh line of computersin early 1980s. At present Microsoft Windowsis one of
the most widely used GUI operating systems. The GUI consistsof graphical window
gadgets (WIDGETS), such aswindows, menus, check boxes, radio buttons, and
icons and utilizes apointing device, such asamouse, light pen or touch screen over
and above thekeyboard. The user canuse the pointing device, such asmouse, touch
screen, light pen, etc., to interact with both thetextual and graphica objectsby clicking,
moving, dragging over the objects. The GUI issometimes also referred to asWIMPs
that isWindows, I cons, M ouseand Pointer. GUI interfaceshave become an essentia
component of multimediaapplications. The other operative systems, such asUNIX
also offer GUI interface with the X-Windows system. Also, programming languages,
such as Javaand C have also adopted GUI interface through external APl sthough
they wereoriginaly textud in nature.

Today GUI has evolved as a separate discipline that involves technological
issues, such asthe use of multimediahardware elementsto usetext, image and audio
based commandsaswell as understanding of human cognition to make the interface
meaningful and memorableand easy to learn. Also, the GUI should beimplementable
without too much cost involvement.

4.2.2 Widget Toolkit

W dget toolkit isacollection of widgets, oftenimplemented asalibrary, for aspecific
user-computer interaction. Thewidget toolkitsare used for designing applications
with GUIs. A typica widget toolkit containsthe graphical interfaceelement, such as
thetext box, check box, button, radio buttons, icons, menu, window, toolbars, scroll
bars, etc.—using which auser interactswith the computer. Some of thewidgetsina
widget toolkit helpsininteraction with the user, such asthe check boxes, buttons, etc,
while some widgetsfunction as containersthat contain agroup of widgetsattached to
them, such aswindowsand panels.



Thewidget toolkit itself issoftwarewithan API that isgenerdly provided with
an OS (Operating System) or Window Manager. The widgets in awidget toolkit
should adhere to auniformlook and feel (design specification) so that the user in
generd feelsasense of consstency among various portions of the application, aswell
asvarious gpplicationswithinaGUI.

The GUI for aprogram may be constructed by adding widgets onthetop of
existing widgetsin acascading manner. For instance, the desktop isitself awidget,
over which several widgets (such astoolbars, etc.) may be added or removed. In
many implementations, separate application windows may be added on the desktop
by theWindow Manager, each window being associated with aparticular application
containing agroup of widgets (suchastool bar, scroll barsetc.), which canbe viewed
and accessed by the applications. Oftenthe low-level widgetsareintegrated withthe
OSand interact directly with the OSwhile the high-level widgetscome as separate
application program. Whenthewidget isactivated (by the click of amouse onaradio
button, for example), an event isdetected, and it is passed onto the application.

Among those integrated within the OS are the windowsAPI for Microsoft
Windows, theMac OS toolbox and Apple Macintosh. Examples of high-level widget
toolkits for UNIX are GTK+ and Motif used in desktop environment for the X-
Window system. Microsoft uses the Microsoft Foundation Classes (MFC) for its
own programsand also Windows Forms(which are .NET classes) for handling GUI
controls. Qt isanother widget toolkit that isavailable acrossdifferent platformslike
Windows, Macintosh and UNIX platforms. Cross platform toolkits for Java
programming includesthe Standard Window Toolkit (SWT) and Abstract Window
Toolkit (AWT) and morerecently Swing from Sun Microsystems.

GTK+

GTK+isawidget toolkit used for constructing GUI interfaces. It isone of the most
popular widget toolkitsfor the X-Window System, along with Qt. Itisusedinthe
Gnome Desktop GUI asthewidget toolkit and formsthe base of the Gnome desktop.
Theimportant featuresof GTK+ areitsflexibility to changethelook and feel of the
GUI, theahility to render smooth anti-aliased graphics, support for object oriented
programming support, extensive support of Unicode character sets (it supports
international charactersusing UTF-8), elegant text rendering and layout using Pango
and accessibility ATK. Theflexibility of GTK+ alows GNOME applicationsto be
ported on other OS platforms, such asWindowsand Mac OS X. Also, The GTK+
library can be used by many programming languageslike C++, C, Java, Perl, Python,
PHR etc., which hasmadeit very popular asacross platformwidget toolkit. GTK+
isfree softwareand islicensed under the Lesser General Public License (LGPL) asa
part of the GNU Project. The current verson of GTK+ isGTK+2, which ishowever
not compatible withthe earlier version.

Qt

Qt isacrossplatform application development framework. It isused bothasawidget
toolkit for GUI programdevelopment, and also for non-GUI programs, such asconsole
tools, etc. Qt wasdeveloped by aNorwegian company Trolltech, and was subsequently
acquisitioned by Nokia in 2008. Qt uses an extended version of C++ but allows
binding with PHP, Java, Python, etc. Qt isavailable asfree, open source software
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distributed under the GNU Lesser General Public License (LGPL). Apart from being
awidget toolkit, Qt also supportsnon-GUI features, such asAPIsfor file handling
acrossdifferent platforms, SQL databaseaccess, XML pargng, etc., and multithreaded
applications. Fvedifferent varietiesof Qt are availablefor variousplatformsasfollows:.

e Qt for Linux/X11 for X Windows.
e Qt for Mac OS X for Apple Macintosh OS X.
e Qt for Windowsfor Microsoft Windows.

e Qt for embedded LINUX for embedded Linux in mobile equipments, such as
PDAs.

e Qt for Windowsfree edition (afreeverson for Windows).
X-Window System

The X-Window system (or X) isastandard widget toolkit and network protocol to
build GUI capabilitieson UNIX basaed networked computers. Primarily, it isaprotocol
and definition of graphicsprimitives. It doesnot dictate the stylesof the GUI elements
(widgets), suchastool bars, windows, buttons, etc., but let theindividual client programs
handlethis. Asaresult, thelook and feel of X-based environmentsdiffer widely and
different programsusing X present drasticaly different interfaces. InUNIX, the GUI
isnot built asthe part of the OSkernel, so the X isbuilt asan additional application
layer on top of the OS kernel. It provides basic capabilities, such as working with
desktop windows and interacting viathe mouse pointer. It wasinitially developed as
part of Project Athena. The X.org Foundation maintainsthe open source version of
X-Windows. The X Window systeminits present form offersastandard toolkit and
protocol stack for building GUI on UNIX or most UNIX-like operating systems.
Desktop environments, suchas GNOME, KDE and CDE usethe X Window System.

Another important aspect of X isthat it isspecifically designed to functionin
client-server modd over network connections. However, inthisclient-server model
adopted by X, the nomenclatureisreversed, asthe user machineisthe server while
theapplicationsrunning aretheclients. Thismay be abit confusing. However, remember
that X looksfromthe perspective of the gpplication. Sinceit providesdisplay and 1/0
servicesto the gpplication, it takestherole of the server, and the applicationthat uses
these servicesandisthusclients.

Thedesignof X impliesthe clientsand server to work separaely, thusincreasing
the overhead and decreasing the performance. The current protocol versionof X is
X1 that wasreleased in 1987.

M otif

Motif isaGUI guideline aswell asawidget toolkit (the Xm or motif widgets) for
building GUI under the X-Window system. Motif also includesthe documentation
called motif style guidethat tellshow amotif user interface should look and behaveto
be motif compliant. It isalso an industry standard known as |EEE 1295. It was
created by the open software foundation that has now become theopen group. Its
current version 2.1 provides support for Unicode and is widely used in several
multilingual applications. It isdistinguished by itsthree-dimensionlook for various
widgets or user interface elements, such astext boxes, menus, buttons, diders, etc.



Many consider it to be obsolete in comparison to GTK+ and Qt, which istrueto
some extent. In fact, Sun Microsystems, a major motif user has switched over to
GTK+.

4.3 HARDWARE SUPPORT

Thefollowing providesthe hardware support to multimediaarchitecture;
4.3.1 Universal Serial Bus (USB)

TheUniversal Seria Bus (USB) wasdesigned asa better substitute for the seria and
paralld 1/0 busesused in earlier computers. It isnot that modern computersno longer
comewith the earlier versions of serial and parallel ports, but the USB has almost
replaced them by providing amuch faster and user-friendly interconnection method.
All modern peripheral devices, such askeyboards, mice, modems, printers, scanners
and even CD-ROM drives, Webcams, digital cameras, iPods, etc., are routinely
corrected inthe USB. For some devices, such as\Webcam, digital cameraor scanner
USB hasbeen the gandard connection. Even some devices chargethe batteriesthrough
the USB cable.

For aUSB device, when the host computer powers up, or when adeviceis
connected to the USB, it searchesfor all of the devices connected to the busand
assignseach one an address. Thisiscalled enumeration. The host also finds out the
type of datatransfer speed required for the particular device connected. For instance,
theinterrupt modeischosenfor adevice, suchasamouse or akeyboard, for which
thedatasent isof very little volume. Onthe other hand, for adevice, suchasaprinter,
etc., which receivesdatain big packets, the bulk transfer mode ischosen. The host
sendsdatato the printer in unitsof 64-byteand verifies. Finaly, for sreaming devices,
such as speakerstheisochronous modeis chosen where datastreams are transmitted
between the host and the deviceinred time without any error checking or correction.
The USB hasthefollowing features:

e |t requiresamicroprocessor-based controller; henceit isused for PC peripherals.
The computer actsasthehost.

e Up to 127 devices can be connected to the host, normally by way of USB
hubs.

e With USB 2.0, the bus hasamaximum datarate of 480 megabits per second
(or 60 MegaBytes/second).

¢ A USB cablehastwo wiresfor power (+5 voltsand ground) and atwisted pair
of wiresto carry data. Onthe power wires, thecomputer can supply up to 500
milliamps of power at 5 volts.

¢ Low-power devices(such asmouse, etc.) can draw their power directly from
the bus. High-power devices (such asprinters, etc.) normally have their own
power supplies The USB hubs can have their own power suppliesto provide
power to devicesconnected to the hub.

e USB devices are hot swappable, i.e., the devices may be connected or
unplugged fromthe USB port at any time.
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1. Why are GUIs popular?
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5. What is Qt?
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Currently therearefour versionsof USB:
(i) USB 1.0 supportsagreater rate of 1.5Mbit per second.
(i) USB 1.1 supportsagreater rate of 12 Mbit per second.
(i) USB 2.0 supportsamaximum datarate of 480 Mbit per second.

(iv) USB 3.0 (introduced by Intel and partnersin the year 2008) supportsa
maximum datarate of 5 Ghit per second.

4.3.2 Small Computer System Interface (SCSI)

The Small Computer System Interface (SCSI pronounced skuzzy) isastandard for
transferring data between devices and computer. I t definesthe set of commands, and
physical interface protocols. A company called Shugart Technology introduced Shugart
Technology System|Interface (SASI) in 1979, which wasthe predecessor of the SCS
interface. The namewas changed to SCSI when anumber of other companies, such
asNCR, Adaptec, etc., decided to adopt SASI. The SCSI specification (SCSI-1)
wasapproved by ANSI in 1986, and thereafter SCSI was developed asan industry
widestandard. SCSl ismostly used for connecting hard disksand tape drives. However,
it isalso used for connecting abroad range of other devices, such asscanners, DV D/
CD drives, etc.

SCSI isanintelligent interface where every device may be attached to the
SCSI businasmilar manner. Upto 8 or 16 devicescan be attached to asingle bus.
There can be any number of periphera devicesbut there should be at least one host.
SCSI hasaprovision for error checking and maintainsabuffered interface. SCSl is
normally used to communicate between host and aperiphera device.

433 |EEE 1394 (Firewire)

Thel EEE 1394 (Frewire) interfaceisaseria businterfacestandard for isosychronous
or streaming datatransfer and high-speed communicationsamong computers and
audio/visua peripheral devices, such asdigital camcorders, etc. Theinterfaceisaso
popularly known as FireWre, which isthetrade name given by Apple Inc. The other
namesbeing Lynx (TexasIngruments) andi.LINK (Sony). IEEE 1394 isnot pluggeble,
and devicesmay be added or removed from a powered bus.

The |EEE 1394 has been adopted as the standard connection interface for
Audio/Visud (AV) component communication and iscontrolled by the High-Definition
Audio-Video Network Alliance (HANA). The |EEE 1394 interface has replaced
SCSl interface in many applications because of its simplified and more adjustable
cabling systemand lower implementation cost. The high-end digital camcordershave
thel EEE 13%4 interface asthe main datatransfer mechanismto thecomputer. These
daysmany computersincluding laptopsthat are specialy designed for multimedia
design and playback have built-in |EEE 1394 FireWire/i.LINK ports.

4.4 STREAMING TECHNOLOGIES

Streaming technologiesallow usto view or lisgen to mediafiles (video/audio) while
theseare downloaded in real-time fromacomputer network. Thesource materia for
streaming may be either pre-recorded material or live presentations. By clicking a



media link on aWeb page, the remote server is accessed and the mediafile starts
downloading asan often dow but continuous stream of small packets of information.
Depending onthe bandwidth limitations, may be dueto heavy Internet traffic or poor
network condition, the mediadata stream may at times pauses momentarily or even
breaksup. Thisiscalled true streaming. There isanother kind of streaming called
progressive download. Here, the media file can be played back only after a
considerable portion of the mediafile has been downloaded to the computer. The
viewer may savethe streaming mediafilein theclient computer for later viewing.

Streaming technologies consist of many interacting hardware and software
componentsthat functionstogether to create, store and deliver mediafiles over the
Web. There are basically three major prevalent streaming technologies. They are
QuickTime, RealMedia and Windows Media technology. Each of these three
streaming technologieshasthe following three components:.

(i) Serversand mediafile specification.
(i) Mediaplayersor Plug-ins(for example, the Quicktime Player).
(i) Encoding and crestiontools.

The mediafile specifications for QuickTime (.MOV files), RealMedia(.RM
files) and Windows Media (.ASF files) each hasits own corresponding streaming
server specificationto streamfilesinachosenformet.

There aretwo approachesthat can betaken to reduce the bandwidth and streaming
mediastorage space:
¢ Reducetheheight and width of the display dimensionsfromthe conventional

size of at least 640 pixels by 480 pixels and/or reduce the frameratefrom 30

frames per second. Most sreaming videosuseasmall display window. Reducing

both the display size of the video and the frame rate can dragtically reducethe
size of the streaming mediafile. However, reduction in framerate may cause
flickering of theimage.

¢ Reducethefilesizethrough compresson. Asthefile szesaremore and more
reduced to accommodatelower bandwidths, lossof quality, especialy for video
becomes more noticeable. Thetype of compresson used for creating streaming
mediafilesisgeneraly lossy compression.
Thereisalimit to reducing thestreaming video display Szeand theframerate. Excessve
reductionwill make the video unacceptable. So, compressionisalmost dwaysapplied
to streaming mediafiles (whichislossy in nature) sacrificing the quality of theraw
video and audio files.

For effective streaming, the raw audio/video files (in Qt, AVI, WAV or AlF
formats) must be compressed below thetarget bandwidth capacity. Otherwise, the
presentation may stall. Most audio/video editing programs (such asthe Real Producer
from Real Media) hasprovisonsfor encoding multiple streaming audio/video clipsfor
different target bandwidth (for example, 22.8, 56, 112 Kbps, and so on). Thedifferent
versions of the compressed files (audio and video clips) arethen stored in dedicated
streaming servers(such asthe Helix Streaming Server) and the streaming software
intelligently selectsthe version based onthe available bandwidth.
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4.4.1 Streaming Servers

After themediafileiscreated (digitized fromtheraw audio/video form), compressed
and encoded asstreaming mediafiles, they are stored inand ddlivered fromastreaming
server.

A streaming server isactualy a server machine connected to anetwork. It has
aset of specidized software for managing the process of delivery of mediafilesover
the Internet. Streaming servers are usually more complex in terms of operational
management than aconventional Web server. Although astandard web server may
be used to host streaming mediafiles, the performance rapidly deteriorates if the
streaming media hasto be multicast or delivered to alarge numbersof viewers. Also,
sreaming serversareindigpensablefor synchronized multimediashowswith lengthy
mediafiles.

It should bebornein mind that even the most powerful streaming server has
limitationsintermsof delivering audio/video Sreamsover the network. Thenumber of
streams possible to be delivered simultaneoudy may be afew thousands, but if the
limit isreached, the server will be shown asbusy.

4.4.2 Sreaming Audio Video Formats
Thevariousformatsof streaming audio video are discussed inthefollowing sections:
Advanced Systems Format (ASF)

It ispart of the Windows Media Framework and Microsoft’sMicrosoft’s proprietary
audio video format for streaming. The CODECs offerschoiceto sdect different qudlity
settings by selecting either Congtant Bit Rate (CBR) or Variable Bit Rate (VBR), and
lossy or losslesscompression and usesthe .ASFfile extension.

TheAdvanced Systems Format (ASF) isacontainer format that containsthe
common filetypes, such astheWindow MediaAudio (WMA) and WindowsMedia
Video (WMYV). ASFfilescan aso containadditiona information, such asthetitle of
thealbum, names of artists, etc., known asmetadata.

Flash Video Format (FLV)

Theflash video fileformat isanother very popular container format designed to
deliver streaming audio and video over the Internet using Adobe Flash Player. To
encodeFLV filesany of the standard tools, such asAdobe Flash, Sorenson Squeeze
or On2Flix, etc., are used. This ease of encoding and distributing Flash video has
madeit extremely popular. A Flash video may be displayed on aweb pagein either of
thefollowing ways:

¢ By embedding thevideo within an SWFfileand then playing with aFash Player
in aWeb page.

e By using progressivedownload (viaHTTP) that allowsrandom-accessat any
point inthevideo file.

e Streaming video by meansof Red Time MultimediaProtocol (RTMP) fromthe
user’'sown Flash Media Server or ahosted server using Flash video streaming
Services.



Ogg Format

The Oggformet isafree open gandard audio/video and metadatacontainer framework.
Software patentsdo not cover thedifferent CODECsavailable. The Xiph Foundation
maintainstheformat. Asan open-sourceformat, the Ogg formet (file extension .ogg)
isgoodfor Internet streaming.

4.43 MPEG-4 Format

MPEG isan evolving standard, widely accepted by theindustry and divided in many
partscovering different multimediaelement formats, like such asvideo, audio, sulititle,
advance video coding, etc. Out of thedifferent parts the MPEG-4 Part 2 wasdesigned
asaversatile standard, which among other applications, addresses streaming video on
theWeb at low-data-rate. However, it also addresseshigh-data-rate HD TV broadcast
and DV D playback. Itsinitial designwas based on the Quick Time container format.
The MPEG-4 Part 10 standard also known as MPEG-4 Advanced Video Coding
(AVC) was introduced in 2003 and is equivalent to H.264. It has achieved wide
adoptionfor CD, DVD, HD-DVD, Blu-ray disc distribution aswell as\Web streaming
media and videoconferencing and broadcast televison. MPEG-4 isaversatileand
diverserange of formats supporting dataratesranging from 5 Kbits/sec to 10 Mbits/
Sec.

45 MULTIMEDIA DATABASE SYSTEMS (MMDBYS)

Inthis section, you will beintroduced to the principlesand techniquesinvolvedin the
design of the basic system of a multimedia database along with the problems and
issues involved in the design and implementation of a MMDBS. Remember that
MMDBS is still very much an evolving subject in terms of technology and
gandardization.

You must befamiliar that multimediagenerally meansan integrated set of two or
more multimediaobjectsin digita form, such astext, image, audio, video, graphics
and animation. Over the last decade, technological advancesinkey areas, such as
processor technology, affordable high bandwidth over communication networks as
well as secondary storage devices, and newer 1/O devices haveresulted in computer
applications that generate and transmit multimedia data at unprecedented scale.
MMDBS that combine time independent (text, image, graphics, etc.) and time
dependent data havebecomeanintegra eement of moderninformetioninfrastructure.
Thereguirementsfor storage and retrieval of huge amount of multimedia data have
medeit essential to desgn MM DBSthat will provide aunified frameworksfor storing,
processing, retrieving, presenting and trangmitting varioustypes of digital mediaobject
data, each having different formats. It should be undersood that the multimediaobjects,
suchasanimageor avideo clip cannot beretrieved fromthe MM DBSjust by matching
asampleobject with another. Inatraditional database, queriesare madeby akeyword,
an exact index or by specifying arange; however, in case of MMDBS, the datais
inexact and subjectivein nature. Hence, such keyword-based or index-based searches
becomeineffective. For example, if aWebsite publishesresults using atraditional
database, you may retrievethe result by giving the roll number. However, theretrieva
of records of astudent by specifying somefacial featuresfrom adatabase of facial
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Imagesis non-exact and requires content-based or similarity-based queries. So, the
problems concerned with the design of amultimedia database system are numerous
and quite complex in nature and the MM DBS architecture ismuch more complicated
than traditional text database.

451 MMDBS Applications

Anefficient MM DBSisrequired for efficient management of the huge amounts of
both spatial and temporal multimediadatafor its effective usein many application
aress, uchas

e Digital libraries.

e Collaborativework on CAD/CAM.

e Online documentation.

e Image, video and audio repositories.

e E-learning portals.

e Art and entertainment.

o Advertisement, retailing and marketing, etc.

452 MMDBS Architecture

Unlike atext database where the alphanumeric textual data are compared—the
characteristicsof the multimediadataobjectsare compared (instead of the multimedia
objects themselves being compared). Thus, the MMDBS basically manages two
different typesof information pertaining to theactua digital multimediadata. They are:

(i) Mediadata: These are the actual or physical data representing the media
objects, suchastext, images, audio, video, etc., that are captured, digitized,
processed, compressed and stored.

(i) Metadata: Themetadataor the dataabout the above mediadata. The metadata
includesthefollowing:

(& Mediaformat data or the information pertaining to the format of the
mediadata, such asthe sampling rate, resolution, framerate, encoding
scheme, etc. Themediaformat dataismainly used for presentation of the
retrieved data

(b) Media keyword data is the content descriptive data or the keyword
descriptions—normally relating to the generation of themediadata. For
example, for animage, thismay includethe date, time, and cameramode,
shutter speed, etc.

(c) Mediafeature dataisthe content dependent dataor the featuresderived
fromthe mediaobject data. Thefeature characterizesthe mediacontent
and isuseful for dataretrieva. For example, thefeature datamay contain
the texture, distribution of colors, different shapes present in animage,
etc. Themediakeyword dataand mediafeature dataare used asindices
for querying purpose.

The metadata depictsthe subject, sructure, semarntics, etc., of the multimediadata.
Appropriate metadata should be availableinthe MM DBS for themultimediadataso
that effective querying and processing can be done. For the metadatato properly



model the multimedia data, domain specific information should be captured to the
extent possible. Further, the metadata should be able to depict the dataindependent
of the medium of representation. In practice, an object-relational database system
may be adopted to manage the metadata. This providesflexibility with respect to
guerying the metadataitself. For amultimedia database, metadata may comefrom
two sources—content dependant metadata may be extracted fromthe media objects
using feature extracting programs, SQL triggersor operating syssemscripts Whilethe
domain-independent metadata, such as description of animage or akeyword are
generally associated with the media element, such asavideo clip or animage and
inserted manualy into the database.

45.3 Features of MMDBS

Thefollowing arethefeatures of MMDBS:

e A MMDBS should have proper environment for using and managing digital
multimedia database information. In other words, it should support the various
multimediadatatypes, such astext, image, graphics, audio, video and animation.

e |t should also support the traditional DBMS functions, such as database
definitions, creation, data retrieval, indexing, views, security, integrity,
concurrency, backup and recovery, design, documentation and update/query
fadilities.

e TheMMDBSmust support large objects. Such objectsmay either resideinthe
main database or the main database may contain the metadata only, and the
physical media object databaseis stored externaly with apointer to thefile
object used to retrieve the mediaobjects.

¢ The délivery of temporal datalike audio and video must maintain a steady
minimumrate. The MMDBS must support isosychronousdatatransfer.

e MMDBS should support smilarity based dataretrievd. For thisspecid indexing
methods should be available.

e |t should provide deviceindependent interface.
e |t should provide smultaneousaccess

e |t should provideformat independent interface.
e |t should providelong transaction of mediadata.

45.4 Multimedia Database Queries

Inarelational database, retrieval of datastored is usually done by applying queries.
The queries contain predicatesthat have to be satisfied by any datathat isretrieved.
For atraditional text, Relational Database Management System (RDBMYS), the
predicates usudly involve partia or exact matching, and valueranges, suchasfind all
students who have scored between 45 and 65. However, the issue gets complex
when it comesto amultimediadataquery.

The simpleway to query multimedia dataisto define metadata—keywords
associated withthe multimediaobjectsthat are entered when the datawas entered,
whichisaso known asmanua indexing. Generdlly, al dataisclassified using the same
terminology and astandardized keyword dictionary is maintained.
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For example, if auser wantsto searchfor the* Tgj Mahd’, the query checksthe
keywords of dl images stored inthedatabase. Noticethat theimagesthemsdvesare
not queried. There exist some problems with the keyword search approach. For
example, keyword classficationis subjective and the above search, while showing
thousandsof imagesof thefamous monument may aso show imagesdepicting afamous
brand of teal Also, since key wording isdone manually, some error may creepinand
some datamay bewrongly classified. Finaly, adding keyword to mediaelementsis
never comprehengve itisahumanintensivetask. For instance, inagroup photograph,
you may missout intagging one person or inavideo clip you may omit thenameof a
side character; any query with their nameswill not yield anything. Moreover, itisa
very expensveand error pronetask, especialy for large volume of multimediadata.
Ontheother hand, key wording allowsfast retrieval of dataand standard-indexing
methods may be used since the keywords (text strings) are supported by every
Database Management System (DBMYS).

A second method called Content-Based Retrieval/Querying (CBR/CBQ) may
also beappliedinMMDBS queries. Themethod is<till evolving. Unlike the keyword-
based queries, CBR isdone by audio and image analysis algorithms. So, the better
and moreintelligent the algorithm, the better isthe retrieval of mediadatafromthe
MMDBS. Andysisof datagenerdly takesplacewhenthedataissoredto theMMDBS
producing the metadata. Theresultsof the analysis may be multidimensional indexing
structures or simply keywords that describe the data. Queries take place on the
metadata; however, the data abstraction may be minimized by attempting to describe
the dataascompletely aspossible. Thegenerated datacan below level features, such
aslines, shapes, colorsand texturesfromwhich objectscould beidentified and retrieved
through queries. Similarly, audio data can be queried for sounds, word patterns,
intonations, etc. Asthese agorithmsbecomemore and more sophisticated, the amount
of humaninterventionin generating theindexing will be minimized.

Theimagequery techniquesmay aso apply for video, asvideo may be consdered
as a sequence of images. However, video is atemporal media object, hence it is
theoretically possible to query based on specific scenes or activities like someone
cycling or acloud moving inthe sky. Theideaof analysing video and detecting actions
demands sophigticated and powerful CBR agorithmsfor intelligent query.

In case of CBR providing queries, exact matcheswill not be possiblein most
cases. For ingtance, if you want to match an image of acloud formation on the sky
withanother inthe MMDBS, thenit ismost likely that thetwo cloud formations, the
color of the blue sky or the other image propertieswill ever exactly match. So, the
query language will need to beequipped with predicates (called fuzzy predicates) to
alow approximate matchesto bemade. Thesetechniquesare still under activeresearch.

455 Implementation of MMDBS

Multimediasupport in Oracle database 11G isavailable asa specia feature offering
functiona support for management of multimediadatatypes, such asimage, audio and
video.

Oracle multimedia uses object datatypesto describeimage, audio and video
data. The mediadata components of these objects may be stored either asaBinary
Large Objects (BLOBS) or as references to image data residing in external files
(BFILES).



Metadatamay be extracted by Javaor PL/SQL methodsavailableinthe Oracle
multimediaobjectsavailableto extract image, video or audio data. Variouscompresson
and decompression schemes are also available. Video can be streamed on demand
from Red Networks Streaming Server or Microsoft WindowsMedia Services.

Query By Image Content (QBIC) is another multimedia database support
system. It also supports content-based retrieval of multimediadata. Searching for
imagesin QBIC isbased on smilarity and thusis quite different from querying in
traditional databases. Here the user provideswith aninitial image and the database
retrieves similar images. The user can then further fine tunethe search by selecting
someimagesfromtheimagesretrieved and further ask the systemfor more images
amilar tothissdection. Thisiterative procedure of searching and browsing istermed
‘Query By Example' that narrowsdown the search space.

The QBICisatypical exampleof MMDBSusing content-based retrieval. The
application consstsof threelogical steps:

(i) Database population or loading the images (usually thumbnails) into the
MMDBS. Thethumbnailsmay be stored inthe hard disk, whilethe hugeimage
dataisstored in aseparate server.

(i) Featurecalculation involvestheanaysisof color, texture and shape of the
imeges programmétically.

(i) I'mage query the fina step whereby the system retrieves similar images by
iteration. The user can refinethe search by choosing one of the retrieved images
asanew query.

4.6 OBJECT ORIENTED APPROACH

You havelearned that thetraditional relational database model withthe conventional
datatypesisnot sufficient to support storage, management and retrieval of largeand
diverse multimediaobjects. To overcomethedifficulties, mog of themodern multimedia
datamodelsproposed are extensions of object oriented models. Inthe object oriented
database gpproach, new datatypes (or dasses) are defined together withtheir methods
of operation. It permitsthe extension of existing datatypes using sub-typing and also
alowsthe modeling of complex relationships between the sored erttities. It isideal for
the definition of abstract mediatypes, modelling of complex structured multimedia
objects, and operations on media dataunits. These capabilities allow the usage of
object oriented database systemsfor multimediaapplications dealing with media, such
asgraphics, imagesand text. Static multimediadocumentswith complex structures
can bemodelled without restrictions. However, for time dependent media, the problems
of redl-time accessand appropriate soragetechniques gill remain. Research activities
aregoing onto overcomethese difficulties by extending the scope of Object Oriented
Multimedia Database Sysems (OO MMDBS) framework tofit into the object oriented
framework.

In short, the object-oriented approach allows modelling of application specific
datatypes and classesincluding their associated operations. This approach offers
some support for multimediabut gtill lacksfeatures, such assupporting time dependent
data, user interaction, content-based query and retrieval techniques.
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The Object Data Management Group (ODMG) model isfollowed by most of
the object oriented database systems. Based onthe ODMG model, the Object Query
Language (OQL ) was defined and adopted by the ODMG.

Object Query Language (OQL ) isaquery language standard for object oriented
databases The ODM G developed the OQL. Itissmilar to Sequential Query Language
(SQL). However, it isinherently very complex to cater to the complex structured
multimediaobjects. Dueto thiscomplexity OQL isyet to befully implemented. However,
someof the newer query languageslike Enterprise JavaBeans (EJB), Quantum Leap
(QL) and JavaData Object Query Language (JDOQL ) have evolved out of the OQL
Sandard.

The maindifference between the OQL from SQL isthat OOL supportsnesting
of objectswithin objects. Also, not all SQL keywords are supported within OQL.
Keywords that are not relevant have been removed from the syntax. Further,
mathemeatical operations can be performed within OQL statements.

4.6.1 Object, Classes and Related System

Object oriented programming does not change the traditional requirementsto the
Database Management System (DBMS) when object oriented multimediacomesin
discussion.

Objectsareacollection of atributeswhich directly represent structural and
behavioral knowledge of adomain. Thus, an attribute is amapping from a set of
objectsto aset of objects. When theattribute returnsaset of oneelement (known as
singleton set), it isviewed asreturning an object rather than aset. Also, an attribute
that alwaysreturnsasingleton set is called asingleton-valued attribute whereasan
attribute that possibly returns aset of objectsiscalled amultiple valued attribute.
Attributescan becategorized into two types:

e Enumerated attributesrepresentsstructural knowledge suchasname.

¢ Procedural attributesrepresents behaviora knowledge, such asmaking medical
certificate.

Objects are categorized into instances (which denote individual or factual
knowledge) and classes (defining attributes applicableto smilar instances).

One important aspects of the object oriented paradigm isthe possibility for
creating abstract datatypes. A lot of applications also use databaseswith objects of
variable size. These applications make demands in large, which are based on
conventional database technology, including the ability to model very complex data
and theahility to evolve without disruptive effectson the current application. Object-
oriented multimediadatabasesaddress both sources of complexity by including facilities
to managethe software-engineering process.

Objectsinamultimediadatabase have different propertiesand they participate
inanumber of relationshipswith other objects. A multimedia database should be
capable of retrieving all of the mediatypesthat it supports.

A classdefinesattributes gpplicableto itsinstances, likeatypeinaprogramming
language. To make use of the sequences of recordsin the multimedia database two
kinds of mechanisms are defined: viewersand loaders. A viewer isused to display a
particular kind of media. The purpose of a loader isto prepare a media type for



viewing. A pecificloader isassociated with each type of media. The difference between
aloader and aviewer isthat aloader will process the compressed mediawhich expands
it into aviewableform.

Asweknow, multimediaincludesimages, graphics, and text. Theclassimage
has attributes, such asheader information, frame, and pixel information. The header
information describes additional attributesof images. The attributeframefor example
containsbulk datain secondary memory. Inthesimilar way, theattribute pixel contains
pixel dataallocated continuoudy in main memory. Image, graphics, and text havethe
sameinterfacefor the same manipulation.

Also the object description of themultimediacan be sorted into the entity object
and therelation object. Here, the entity object describesasingle kind of mediawhich
can be figuresand images, and aseparate special procedure for the mediaprocess.
Therelationobject onthe other end makes syntactic relationships between multimedia.
For example, customer attributesand houseframes.

4.7 MULTIMEDIA DOCUMENTS

Thefollowing arethe sgnificant multimediadocuments.
4.7.1 Sandard Generalized Markup Language (SGML)

Standard Generalized Markup Language (SGML) is an 1SO-standard (1SO
8879:1986) technology. It is used to define generalized markup languages for
documents. Markup describesthe structure and other features of adocument. Authors
mark up (comment on) their documentshby giving informationwithregardto thestructure,
presentation and semantic, alongsidethe content. Invisual markup, tagsor commands
are employed to specify aspects of the appearance of thetext, such asfontsand type
sizes. In structural markup, tagsidentify logical elements of a document, such as
headings, listsand tables. .

Actually, SGML isused to define amarkup language. An exampleof aHTML
document (one of the markup languages) follows:.

<! DOCTYPE HTML PUBLI C>
<HTM_>
<HEAD>
<TI TLE>My first HTM. docunent </ Tl TLE>
</ HEAD>
<BODY>
<P>Hel | o wor| d!
</ BODY>
</ HTM_>

The preceding HTML document isdivided into aheader (here, between <HEAD>
and </HEAD>) and abody (here, between <BODY> and </BODY>) . Thetitle
of thedocument isin the header, besides other information about the document. The
content of the document isin the body. There isjust one paragraph in it, markup
with <p>.
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Theoretically, every SGML document hasbothalogica and aphysical Sructure.
Logically, adocument is made up of elements, declarations, attributes, character
references, comments, and so on. All theseare showninthe document by clear markup.
Physically, the document ismade up of unitsknown asentities. A document startsin
adocument entity. SGML isnot only used for conventional document markup, but it
can be used for marking up any type of text. Header, paragraphs, footnotes, sections,
hypertext links, tables, images, and so on, arethe dementsinaSGML text. Every
element usudly describesthree parts (i) astart tag, (ii) content, and (iii) anend tag.
The name of the element appearsin the start tag (written <element-name>) and the
end tag (written </element-name>); Elementsmay have related properties, called
attributes. Thelatter may have values (by defaullt, or set by authorsor scripts). Attribute/
value pairs show beforethefinal “>" of an element’sstart tag. In the start tag of an
element numerous(legal) attributevalue pairs, separated by spaces, may appear. They
may appear inany order. Numeric or symbolic namesincluded inan SGML document
iscalled character reference. These character references help inreferring to rarely
used characters, or those that authoring toolsmakeit difficult or impossibleto enter.
They beginwitha‘&’ signand end with asemi-colon (;).

Examplesof character referencesare:

‘&1t ;" correspondto sthe<sign.

‘&gt ;’ correspondtothe> sign.

‘&quot;’ correspondtothe’ mark.

‘&#229;’ (indecimdl) correspondto theletter ‘a’ withasmall circleaboveit.

‘&#1048;’ (indecimal) correspond to the Cyrillic capital letter ‘ 1'.
SGML comments havethefollowing syntax:

<!-- this is a comment -->
<!-- and so 1s this one,
which occupiesmorethan oneline -->

Between the markup declaration open delimiter (‘<! ’) and the comment open
delimiter (‘--"), white space is not allowed. However, it is allowed between the
comment closedelimiter (‘--") and the markup declaration close ddlimiter (*>’). To
includeaseriesof hyphens(* --") withinacomment isacommon error. Any information
that showsbetween remarks has no particular meaning.

Inany markup normthe angle bracketsare used asstart and end tag delimiters.
However, in an SGML text, it is permissible to use other characters, provided an
appropriatetangible syntax isdefined inthetext of the SGML declaration. For ingtance,
an SGML interpreter may be programmed to parse GML markup, wherein thetags
aredelimited with aleft colon and aright full stop, thus, an: e prefix indicates an end
tag: :xmp.Hello, world:exmp. As per the reference syntax, upper or lower caseisnot
important in tag names, thus the three tags. (i) <quote>, (ii) <QUOTE>, and
(iii) <quOtE> aresimilar.

In SGML, tags could be substituted with delimiter strings, for example, two
equals-Sgns(==) at thebeginning of alinearethe‘ heading start-tag’, and two equals
signs(==) after that are the * heading end-tag’. One characteristic of SGML isthe



presumptuous empty tagging, such that the empty end tag </ > in
<ITALICS>this</> takesitsvalue from the closest preceding full start tag,
which, in thisexample, is<ITALICS> (thus, it closes the most recently opened
item). The appearanceishenceequal to <ITALICS>this</ITALICS>. SGML
also permitsimplied markup, varioustypes of tags and many other not obligatory
features.

Every SGML parser doesnot automeatically processevery SGML text. However,
asthe systemdeclaration of the processor can be contrasted to the SGML declaration
of thetext, it wasfor al timelikely to undersiand if atext was supported by aparticular
processor or not. Parsng aSGML document that involvestraversing the dynamically
retrieved entity graph, finding or imply tagsand the element structure, and validating
thosetagsagaing the grammar.

The SGML equivaent, known as Document Type Definition (DTD). It defines
only the structure; DTD describesdl thetextsof aparticular type, intermsof thetags
that may be used to mark them. SGML without aDTD (for example, sSmple XML) is
a grammar or a language; SGML with a DTD is a Meta language. A separate
specification of stylelayout complementingthe DTD iscalled style sheet. For each
tag defined inthe DTD, a style sheet provides arule describing the way in which
elementswith thetag should belaid out. There may bemore than one style sheet for a
DTD, providing different appearanceto the samestructure.

Since HTML tagswere not enough for the class of web pages developed over
time therewas a requirement fromthe web designersto be able to definetheir own
tags. Though SGML hasthat facility, it isnot completely appropriate for use over
I nternet. Work onmaking SGML compatibleto the Internet led to the development of
eXtensble Markup Language (XML) that givesall thefacilitiesof SGML without the
overhead (for complicated parsing) forced by SGML. Infact, XML permits Web
designersto define their own DTDsfor any type of document and Web pages are
freed fromthelimitations of HTML sdefinition of adocument.

4.7.2 Office Document Architecture (ODA)

The Office Document Architecture and I nterchange Format wasdesigned to facilitate
the presentation, processing and exchange of documentsin an open systemacrossa
heterogeneousnetwork. The European Computer M anufacturersAssociation (ECMA)
published the ODA standard in 1985 asECM A-101. Subsequently, ECMA-ODA
was adopted by the | SO and theterm ‘ Office’ was changed to ‘ Open’ as standard
document architecture for the compound documentsin the opensysemand ODA is
now the acronym for Open Document Architecture.

The ODA enabled documents may contain text; geometric graphicsinformation
in Computer GraphicsMetafile (CGM) format, or bit-mapped, raster or facsimile or
other graphicsinformation. The content may include special charactersand other
information, such ashow the content isto berendered on an output device. Thereare
separate sandardsinthe ODA for character, raster or bit-mapped graphicsaswell as
geometric graphics.

Although character content inan ODA document roughly correspondsto the
SGML standard, thetwo are mutualy incompatible. There aretwo mgjor features of
an ODA document:
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(i) ODA character content may have embedded control codesthat describe how
the document isto be formatted and printed uniformly for the sender and the
recipient acrossthe network.

(i) Therecipient based onthe constraintsand rules set by the sender may edit an
ODA document.

The ODA encoding of adocument includesinformation on the content aswell asthe
sructure of the document, along with theinformation about how it will appear when
rendered on aprinted page or other output media. For thisreason, an ODA document
issaid to have alogical view and alayout view. Infact, the information content of an
ODA document isinthree categories:

(1) Logical information: It istherelationship of the componentsof the content,
such assections, chapters, paragraphs, footnotes, etc. It isindependent of the
pagelayout.

(i) Layout information: It pertainsto the size, positioning, grouping and other
imege related properties of the content. Thelayout informationismaintainedin
ahierarchy of components—page set, composite page, basic page, frameand
block. Composite pagesmay contain nested frames and frames contain blocks.
Block isat the lowest level (which actualy containsthe content).

(i) Thecontent: It comprisesthe alphanumeric charactersand geometric shapes.
It may also contain the control characters(new line, tab, etc.)
The ODA model also dlowsdefining ageneric logica and layout Sructure. For ingance,
an ODA compliant word processing softwaremay support astandard template of an
ODA document that may be used for reporting purpose by all the departmentsof a
company.
An ODA document belongsto one of three document architecture classes:

e Theformatted document class.
¢ The processable document class.
e Theformatted-processable document class.

4.7.3 Multimedia and Hypermedia Experts Group (MHEG)

MHEG isthelatest standard related to multimedia presentation. Just asthereisa
group for multimedia presentationinaudio, video and text in aninteractive way, known
as Motion Picture Expert Group (MPEG), there is another group that describes
interactivetelevison services.

MHEG defines standards of information coding and is defined in 1SO/IEC
13522. Subsequently, variousrevisons have been doneto keep up with developments
inmultimedia. Thelatest versonisknownasMHEG-5, whichwascreated in November
1994.

MHEG model providesa set of standard method; covering other standards,
suchasdtill pictureformat, Joint Photographic Experts Group (JPEG) and different
standards of MPEG together to produce multimedia presentation. Thisprovidesa
systemindependent presentation standard. Thisgroup has created sandard set of
methodsfor storage, exchange and display of multimedia presentations.



Objectivesof MHEG Object Oriented Multimedia

Thefollowing arethe objectivesof MHEG:
¢ To offer ample, easly implementd framework, usng minimum sysemresources
for multimediaapplications. NOTES

¢ Todefinestandard format indigital formfor presentationswhichisinteractive,
and hardware and platformindependent.
¢ To add festures, suchasextenghility, expandability and customizability by adding
code specific to the application. This creates some dependency on platform,
but it isdesrableto maintain somekind of individualized specidlty.
Multimedia presentation packagesthat are available in the market are proprietary.
They arenot hardwareindependent.
Application of MHEG

Thesedays, MHEG isbeing used at many places. MHEG-5isused in United Kingdom
and New Zealand for interactive digital television. It has been selected to act as
middlewarein Hong Kong for ther digital broadcasting channelsthat provideinteractive
services. Peoplewant more and morefrom multimedia applications, and dueto this
the demand for MHEG standardsare growing. MHEG arebeing used for thefollowing:

e Encyclopaediaon CD-ROM.

e |nteractive booksand desktop tutors.

e Ondemand servicesfor news and videos.

e Homeshopping under interactiveenvironment.
Structure of MHEG

MHEG usesAbdgract Syntax Notation (ASN) to define sandard inastructured manner.
Abstract Syntax NotationVerson 1 (ASN) isused to writetext formof MHEG code.
Thisiscovered by 1 SO standard. Figure 4.1 shownthe structure of MHEG

MJPEG Video Clips
MHEG Object Data,
MPEG Video Clips

S Presentation
Authoring
PCM Audio Clips — Software \
Multimedia Data
JPEG Still Images
Storage Medium
eg.CD
MHEG Object Data/
MHEG Enginein
/ Presentation system\

Co-ordinated Multimedia Dat

Interactive
Presentation

Fig. 4.1 Sructureof MHEG
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MHEG isanobject orientated model. It definesmany classes. When apresentationis
designed, object instances get created. These classes describethe way multimedia
components are displayed including interaction with the ongoing presentation.
The relationship created among the objects of these classes gives structure for
presentation.

Types of Classes in MHEG M odel

Thefollowing thetypesof classesin MHEG Models.

¢ Content Classes: MHEG isan object oriented, and every component of data
in multimedia, suchasaudio or video hasitsown MHEG object. If thedatais
gmall, suchasasmall text astitle, it isput inthe MHEG object. Otherwisethe
MHEG object provides areference. This reference may be afilenameon a
disk.

e Behaviour Classes: These classes control how and when of datafor users.
Thesedso permit synchronization of eventswith user interaction. These classes
are of two types(a) action classand (b) link class. They belong to:

0 Actiondasswhenit dlowssequentid or parale triggering of events Example
isreplay of anumber of video clips, one after the other.

0 Link classwhen establishing relationships between objectsand events. This
tellsabout actionsto be taken on objectswhen aparticular event isto be
responded.

e User Input Classes: These aresdlection and modification classes. These permit
auser to select adataor information, provide input to trigger events. Input
methods that are defined in MHEG are: Radio button, push button, dlider,
checkbox, field for text entry, and text lists. These methods enable user to
exercise over control of information that isbeing presented.

Apart fromthese, there are some other classes also. Some of them deal with the
structure of the presentation and object grouping while othersdeal with interchange of
information between machines.

MHEG-5 is popular becauseit iscogt-effective, highly efficient and interactive
TV middleware, which has proved itself in the market. It is used two-way
communicationof TV sgnalsin aninteractiveway. A widerange of TV centric services
are being deployed that enhancesviewing pleasure.

Markets
MHEG isbeing used in thefollowing countries through service providersgiven under
parenthess:

e InUnited Kingdomby Freeview (DTT), Freesat (DTH) and TopUpTV (DTT

PayTV operator).

e InNew Zealand by Freeview (DTH & DTT including HD).

e InHongKong-TVB (DTT).

e InIndiaby Digicable (Cable PayTV operator).



4.8 MULTIMEDIA FRAMEWORKS

A multimediaframework isasoftwareframework that handlesmediaon acomputer
and through anetwork. A good multimediaframework offersanintuitiveAPl and a
modular architectureto easly add support for new audio, video and container formats
and transmission protocols. It isspecifically designed to be used by applications, such
as media players and audio or video editors, but can aso be used to build
videoconferencing applications, mediaconvertersand other multimediatools.

In contrast to function libraries, amultimedia framework providesaruntime
environment for themedia processing. | dedlly such anenvironment provides execution
contextsfor the media processing blocks separated from the application using the
framework. Theseparation supportstheindependent processng of multimediadatain
atimely manner. These separate contexts can beimplemented asthreads.

I nidentifying abstractionsfor multimedia programming oneshould consider the
prevailing programming paradigms, such as functional programming, rule-based
programming and object oriented programming. The apparent affinity between
multimediaand object oriented programming isclearly evident if onelooksat the short
higory of programming environmentsfor multimediaapplications.

From the earliest multimediatoolkits, such as Muse and Andrew, to recent
commercial multimediadevelopment environments (for example, Apple, Microsoft)
one can seetheinfluence of the object oriented paradigm. Often these environments
andtoolkits, inaddition to structuring interfacesinto classes and class hierarchies,
havethemoreambitiousgod of building classframeworksfor multimediaprogramming.

Perhaps the main benefits of object oriented technology to multimedia
programming areitsmechanismsfor extending software environments. Many of the
issues (mediacompostion techniques, compression schemes, etc.) areat their core,
guestions of how best to cope with the uncertainties of evolving environments.
Frameworksor hierarchiesof extensible and interworking classesoffer to developers
away of coping with evolution. In the case of multimedia programming, several
‘evolutionary processes areof concern, in particular:

e Platform Evolution: Thehardware platformsfor multimediaapplicationsare
rapidly evolving. Capabilitiesthat were once considered exotic, such asvideo
compressionand digital signal processing are now found on the desktop.

e PerformanceEvolution: Many of the operations of interest to multimedia
programming have real-time congtraints, consider audio or video playback as
examples. Suchtempord dependenciesmake multimediaapplicationsparticularly
sengtiveto platform performance. It may be necessary, for instance, to adapt
to lessthan optimal processing capacity by reducing presentation ‘ quality’, for
example lowering frameratesor sample Sizes.

e Format Evolution: New datarepresentationsfor image, audio, video and other
mediatypesarelikely to appear asaresult of on-going sandardization activities
and research in data compression and media composition.

Developerswarnt to create gpplications that can adapt to and take advantage of
changesin platform functionality, increasesin platform performance and new data
representations.
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Of coursg, it isimpossibleto write applicationsthat can fully anticipate future
developmentsin multimediatechnology, but frameworksat least offer amechanism
for incorporating these changesinto the programming environment.

Components of a Multimedia Framework

We now look at aparticular multimediaframework whichisonethat providesexplicit
support for component-oriented software development. Thisframework is described
morefully dsewhere. Inessenceit congstsof four main classhierarchies mediaclasses
transform classes, format classes and component classesasshownin Figure4.2.

e Media dassescorrespond to audio, video and the other mediatypes. Instances
of theseclassesare particular mediavaues, i.e., what werecdled mediaartifacts.

e Transform classes represent media operationsin aflexible and extensible
manner.

For example, many image editing programs provide alarge number of filter
operations with which to transform images. These operations could be
represented by methods of animage class; however, thismakestheimage class
overly complicated and adding new filter operationswould require modifying
thisclass. These problems are avoided by using separate transform classesto
represent filter operations.

e Format classesencgpsulate information about externd representationsof media
values. Format classes can be defined for both file formats, such as GIF and
TIFF, twoimagefileformatsand for “stream” formatsfor instance, CCIR 601
4:2:2, astreamformat for uncompressed digital video.

Media Transform

Text ImageTransform

Image AudioTransform
Binaryimage ideoTransform
GrayScalslmage
Calourimage

: - Format

e TextFormat

2dGraphic S

ImageFormat

dGraphie
g GraphicFormat
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RawAudio VideoFormat
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Music Transformer
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Fig 4.2 Four ClassHierarchies of a Multimedia Framework



e Component classesrepresent hardware and software resourcesthat produce, Object Oriented Multimedia
consume and transform media streams. For instance, a CD-DA player isa
component that producesadigital audio stream (specificaly, gereo 16 bit PCM
samplesat 44.1kHz).

Componentsare centra to the framework for two reasons. First, theframework
isadapted to a particular platform by implementing component classesthat
encapsulate the media processing services found on the platform. Second,
applicationsare congtructed by instantiating and connecting components.

NOTES

4.9 SUMMARY

Inthisunit, you have learnt that:

e Theuser interface or human computer interfaceisthe collective meansby which
ahuman being interactswith acomputer syslemincluding aperiphera device, a
computer programor the computer itself.

e Early computer operating systems and applications used what isknown as
command lineinterface.

e Graphical User Interfaces (GUIs) are the most popular type of computer
interfaces today. They can be used intuitively and are much easier to usethan
the command-lineinterfaces.

e Themainfeaturesof aGUI interface are—on-screen desktop, display windows,
optionsmenu, command icons, dialog boxesand online help.

e Themainfeature of aGUI isthedisplay window. It arectangular areaof the
screenused to display aprogramor varioustypesof output including multimedia
data

e Anoption menu, as the name suggests provides aset of options. Users can
select optionsthey want by highlighting the option and clicking onit with the
mouse, asin the case of selection of thetext font or font sizeinthe MS-Word
program.

¢ A dialog box isawindow that appearstemporarily for the user to input specific
informationat runtime.

e The GUI interfacedso offersonline help feature. Clicking the help button causes
adialog box to appear asking the user to specify the kind of help needed.

o Widget toolkit isacollection of widgets, oftenimplemented asalibrary, for a
specific user-computer interaction.

e Thewidget toolkitsare used for designing applicationswith GUIs. A typical
widget toolkit containsthe graphical interface element, such asthetext box,
check box, button, radio buttons, icons, menu, window, toolbars, scroll bars,
etc.—using whichauser interactswith the computer.

e Thewidget toolkit itsdlf issoftwarewithan API that isgeneraly provided with
an OS or Window Manager. Thewidgetsin awidget toolkit should adhereto a
uniformlook and fedl (design specification) so that the user ingeneral feelsa
sense of conggtency among various portionsof the gpplication, aswell asvarious
applicationswithinaGUI.
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e TheGUI for aprogram may be constructed by adding widgets onthetop of

exigting widgetsin acascading manner.

Among those integrated within the OS are the windowsAPI for Microsoft
Windows, the Mac OS toolbox and Apple Macintosh. Examples of high-level
widget toolkitsfor UNIX are GTK+ and Motif used in desktop environment
for the X-Window system. Microsoft usesthe Microsoft Foundation Classes
(MFC) for itsown programsand also Windows Forms (whichare .NET classes)
for handling GUI controls.

GTK+isawidget toolkit used for constructing GUI interfaces. It isone of the
most popular widget toolkitsfor the X-Window System, along with Qt. It is
usedinthe Gnome Desktop GUI asthewidget toolkit and formsthe base of the
Gnome desktop.

Theimportant featuresof GTK+ areitsflexibility to changethelook and fedl of
the GUI, the ability to render smooth anti-aliased graphics, support for object
oriented programming support, extensive support of Unicode character sets (it
supportsinternational charactersusing UTF8), elegant text rendering and layout
using Pango and accessihility ATK.

Qt isacross platform application development framework. It isused bothasa
widget toolkit for GUI program development and also for non-GUI programs,
suchasconsoletools, etc.

Qt was developed by aNorwegian company Trolltech, and was subsequently
acquisitioned by Nokiain 2008. Qt usesan extended version of C++ but allows
binding with PHR, Java, Python, etc. Qt isavailable asfree, open source software
digtributed under the GNU Lesser Genera Public License (LGPL).

The X-Window system (or X) isastandard widget toolkit and network protocol
to build GUI capatilitieson UNI X -based networked computers. Primarily, it is
aprotocol and definition of graphics primitives.

The sysemdoesnot dictate the styles of the GUI elements (widgets), suchas
tool bars, windows, buttons, etc., but let theindividua client programshandle
this. Asaresult, thelook and feel of X-based environmentsdiffer widely and
different programsusing X present dragtically different interfaces.

MotifisaGUI guidelineaswell asawidget toolkit (the Xm or motif widgets)
for building GUI under the X-Window system. Motif also includes the
documentation called motif styleguide thet tellshow amotif user interface should
look and behaveto be motif compliant. It isalso anindustry standard known as
|EEE 1295.

The Universal Serial Bus (USB) was designed as a better substitutefor the
serial and parallel 1/0 busesused in earlier computers. It isnot that modern
computersno longer comewiththeearlier versonsof serial and parale ports,
but the USB has almost replaced them by providing amuch faster and user-
friendly interconnection method.

All modern peripheral devices, such askeyboards, mice, modems, printers,
scanners and even CD-ROM drives, webcams, digital cameras, iPods, etc.,
areroutinely correctedinthe USB.



For aUSB device, when the host computer powersup, or when adeviceis
connected to the USB, it searchesfor al of the devices connected to the bus
and assgnseach onean address. Thisis called enumeration.

The Small Computer Systeminterface (SCSI pronounced skuzzy) isastandard
for transferring data between devices and computer. It defines the set of
commands, and physical interface protocols.

SCSI isan intelligent interface where every device may be attached to the
SCSl businasmilar manner. Upto 8 or 16 devices can be attachedto asingle
bus. There can be any number of periphera devicesbut there should beat least
one host. SCSI has aprovision for error checking and maintains a buffered
interface. SCSI isnormaly used to communicate between host and aperiphera
device.

The |EEE 1394 (Firewire) interface is a serial bus interface standard for
isosychronousor streaming datatransfer and high-speed communicationsamong
computersand audio/visua peripherd devices, such asdigital camcorders, etc.

Streaming technologiesallow usto view or listen to mediafiles (video/audio)
whiletheseare downloaded inreal-timefromacomputer network. The source
materia for streaming may be either pre-recorded materid or live presentations.

Depending onthe bandwidth limitations, may be dueto heavy Internet traffic or
poor network condition, themediadatastream may a times pausesmomerntarily
or even bresksup. Thisiscalled true streaming.

Streaming technologies consist of many interacting hardware and software
componentsthat functionstogether to creete, siore and deliver mediafilesover
the Web. There are basically three mgjor prevalent streaming technologies.
They are QuickTime, ReaMedia, and Windows M ediatechnology.

After the mediafile is created (digitized from the raw audio/video form),
compressed and encoded as streaming media files, they are stored in and
delivered fromastreaming server.

A streaming server isactualy aserver machine connected to anetwork. It has
aset of specidized software for managing the process of delivery of mediafiles
over theInternet.

Streaming serversareusualy more complex intermsof operational management
than aconventional Web server.

Although astandard Web server may beused to host streaming mediafiles, the
performance rapidly deterioratesif the streaming mediahasto be multicast or
delivered to alarge numbersof viewers.

It is part of the Windows Media Framework and Microsoft’s Microsoft’s
proprietary audio video format for streaming. The CODECsofferschoiceto
select different quality settings by selecting either Congtant Bit Rate (CBR) or
Variable Bit Rate (VBR), and lossy or lossless compression and usesthe . ASF
fileextension.

TheAdvanced Systems Format (ASF) isacontainer format that containsthe
common filetypes, such asthe Window MediaAudio (WMA) and Windows
MediaVideo (WMV).
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¢ TheHashvideo fileformat isanother very popular container format designedto
deliver streaming audio and video over the I nternet using Adobe Hash Player.
To encode FLV filesany of thestandard tools, such asAdobe Flash, Sorenson
Squeeze or On2Flix, etc., are used.

e TheOgg format is afree open standard audio/video and metadata container
framework. Software patentsdo not cover the different CODECs available.
The Xiph Foundation maintainsthe format. Asan open-sourceformeat, the Ogg
format (fileextenson.ogg) isgoodfor Internet streaming.

e MPEG isan evolving standard, widely accepted by theindustry and divided in
many parts covering different multimedia element formats, like such asvideo,
audio, subtitle, advancevideo coding, etc.

¢ Anefficient MMDBSisrequired for efficient management of the huge amounts
of both spatial and tempora multimedia data for its effective use in many
applicationaress.

e Themetadatadepictsthesubject, structure, semartics, etc., of the multimedia
data Appropriate metadata should be availdbleinthe MM DBSfor the multimedia
data so that effective querying and processing can be done.

e A MMDBS should have proper environment for using and managing digital
multimediadatabase information. In other words, it should support the various
multimediadatatypes, such astext, image, graphics, audio, video and animation.

e Inarelational database, retrieval of datastored isusually done by applying
gueries. Thequeries contain predicatesthat haveto be satisfied by any data
that isretrieved.

e Thesimpleway to query multimediadataisto define metadata—keywords
associated with the multimedia objects that are entered when the data was
entered, whichisaso known asmanual indexing.

¢ A second method called Content-Based Retrieval/Querying (CBR/CBQ) may
also be appliedin MM DBS queries. Themethod isstill evolving.

¢ Theimagequery techniquesmay aso gpply for video, asvideo may be consdered
asasequence of images. However, video isatempora mediaobject, henceit
is theoretically possible to query based on specific scenes or activities like
someone cycling or acloud movinginthesky.

e Multimedia support in Oracle database 11G is available as a special feature
offering functiona support for management of multimedia datatypes, such as
image, audio and video.

¢ Oracle multimediauses object datatypesto describe image, audio and video
data. The mediadatacomponents of these objects may be stored either asa
Binary LargeObjects(BLOBS) or asreferencesto image dataresiding inexterna
files(BFILES).

e Objectsare acollection of attributeswhich directly represent structural and
behaviora knowledge of adomain. Thus, an attributeisamapping from aset
of objectsto aset of objects. When the attributereturns aset of one element
(known assingleton set), it isviewed asreturning an object rather than aset.



¢ Objectsinamultimedia database have different propertiesand they participate Object Oriented Multimedia
inanumber of relationshipswith other objects. A multimediadatabase should
be capable of retrieving al of the mediatypesthat it supports.

o A viewer isusedto digplay aparticular kind of media. The purpose of aloader
isto prepare amediatypefor viewing.

e The entity object describes a single kind of mediawhich can be figures and
images, and a separate specia procedurefor the media process.

¢ Therdationobject makes syntactic relationships between multimedia.

¢ Standard Generalized Markup Language (SGML) isan1SO-standard (1SO
8879:1986) technology. It isused to define generalized markup languagesfor
documents. Markup describesthe structure and other features of adocument.

¢ The Office Document Architecture and I nterchange Format was designed to
facilitate the presentation, processing and exchange of documentsin an open
sysemacrossaheterogeneous network.

e The ODA enabled documents may contain text; geometric graphicsinformation
in Computer GrgphicsMetafile(CGM) format, or bit-mapped, raster or facsmile
or other graphicsinformetion.

e MHEG defines standards of information coding and is defined in 1ISO/IEC
13522. Subsequently, various revisons have been done to keep up with
developmentsin multimedia.

e MHEG is an object orientated model. It defines many classes. When a
presentation isdesigned, object instances get created. These classesdescribe
the way multimediacomponentsare displayed including interaction with the
ongoing presentation. Therdationship crested among the objectsof these classes
givesstructurefor presentation.

e MHEG-5ispopular becauseit iscost-€effective, highly efficient and interactive
TV middleware, which has proved itself in the market. It is used two-way
communication of TV sgnasinaninteractiveway.

NOTES

4.10 ANSWERS TO ‘CHECK YOUR PROGRESS

1. Graphical User Interfaces (GUIs) are the most popular type of computer
interfacestoday. They can be used intuitively and are much easier to usethan
the command-lineinterfaces. The user caninteract with on-screen smulations
of familiar objects that give idea about the function of the application they
represent. For instance, theicon of acalculator indicatesacalculating program
or arecyclebin (or atrash can) indicatesthefolder containing the deleted files.

2. Theon-screen desktop isthe screenyou normally seeinyour PC. Thevarious
graphic elements, such as application icons, buttons, links, dialog boxesand
sub-windows are displayed on the desktop.

3. Anoption menu, asthe name suggests, providesaset of options. Userscan
select optionsthey want by highlighting the option and clicking onit with the
mouse, asin the case of selection of thetext font or font sizeinthe MS-Word
program.
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. Widget toolkit isacollection of widgets, oftenimplemented asalibrary, for a

specific user-computer interaction. Thewidget toolkits are used for designing
applicationswith GUIs. A typical widget toolkit containsthe graphica interface
element, such asthetext box, check box, button, radio buttons, icons, menu,
window, toolbars, scroll bars, etc., usngwhich auser interactswith the computer.
Some of thewidgetsinawidget toolkit helpsininteraction with the user, suchas
the check boxes, buttons, etc., while some widgetsfunction ascontainersthat
contain agroup of widgets attached to them, such aswindowsand panels.

. Itisacross-platformapplication development framework. Qt isused bothasa

widget toolkit for GUI program development, and also for non-GUI programs,
such asconsoletools, etc.

. TheX-Window sysem (or X) isastandard widget toolkit and network protocol

to build GUI capabilitieson UNIX-based networked computers. Primarily, it is
aprotocol and definition of graphics primitives. It doesnot dictatethe styles of
the GUI eements (widgets), such astool bars, windows, buttons, etc., but let
theindividual client programs handlethis. Asaresult, thelook and feel of X-
based environments differ widely and different programs using X present
dragtically different interfaces.

. Presently therearefour versonsof USB.

(i) USB 1.0 supportsagreater rate of 1.5 Mbit per second.
(i) USB 1.1 supportsagrester rate of 12 Mbit per second.
(i) USB 2.0 supports amaximum datarate of 480 Mbit per second.

(iv) USB 3.0 (introduced by Intel and partnersin the year 2008) supportsa
maximum datarate of 5 Ghit per second.

. By clicking amedialink on aweb page, theremote server isaccessed and the

mediafile starts downloading as an often dow but continuousstream of small
packetsof information. Depending on the bandwidth limitations, may bedueto
heavy Internet traffic or poor network condition, the mediadatastreammay at
times pauses momentarily or even breaksup. Thisis called true streaming.

Thereisanother kind of streaming called progressve download. Here, themedia
file can be played back only after a considerable portion of the mediafile has
been downloaded to the computer. Theviewer may save the streaming media
fileinthe client computer for later viewing.

9. A Hashvideo may bedisplayed onaweb pagein ether of thefollowing methods:

e By embedding thevideo within an SWFfile and then playing withaFlash
Player inaWeb page.

e By using progressivedownload (viaHT TP) that dlowsrandom-accessa
any point inthevideo file.

e Streaming video by means of Real-Time MultimediaProtocol (RTMP) from
the user’s own Flash Media Server or ahosted server using Flash video
streaming Services.



10. Anéefficient MMDBSisrequired for efficient management of the huge amounts Object Oriented Multimedia
of both spatial and tempora multimedia data for its effective use in many
application areas, suchas.
¢ Digitd libraries.
¢ Collaborativework on CAD/CAM.
¢ Online documentation.
¢ Image, video and audio repositories.

e E-learning portals.
e Art and entertainment.
e Advertisement, retailing and marketing, etc.

11. Themetadatadepictsthesubject, structure, semantics, etc., of the multimedia
data Appropriate metadatashould be availadbleinthe MM DBSfor the multimedia
dataso that effective querying and processing can be done. For the metadatato
properly model the multimedia data, domain specific information should be
captured to the extent possible.

12. TheQBICisatypical exampleof MMDBS using content-based retrieva. The
application consstsof threelogical steps:

(i) Database population or loading theimages (usually thumbnails) into the
MMDBS. Thethumbnails may be storedin the hard disk, whilethe huge
image dataisstored in aseparate server.

(i) Featurecaculationinvolvestheanalyssof color, texture and shapeof the
images programmatically.

(i) Image query thefina step whereby the syssemretrievessimilar imagesby
iteration. Theuser can refine the search by choosing one of theretrieved
imagesasanew query.

13. Standard Generalized Markup Language (SGML ) isan |1 SO-standard (1SO
8879:1986) technology. It isused to define generalized markup languagesfor
documents. Markup describesthe structure and other features of adocument.

14. Therearetwo mgjor featuresof an ODA document.

(i) ODA character content may have embedded control codesthat describe
how the document isto beformatted and printed uniformly for the sender
and the recipient acrossthe network.

(i) Therecipient based onthe constraintsand rules set by the sender may
edit an ODA document.

15. Layout information pertainsto the size, positioning, grouping and other image
related properties of the content. The layout information is maintained in a
hierarchy of components—page set, composite page, basic page, frame and
block. Composite pagesmay contain nested frames and frames contain blocks.
Block isat the lowest level (which actualy containsthe content).

16. MHEG defines standards of information coding and is defined in 1SO/IEC
13522.

17. (a) Attributes, (b) Classes, (c) Properties, (d) Attributes
18. (a) True, (b) Fase, (c) True, (d) False

NOTES
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4.11 QUESTIONS AND EXERCISES

Short-Answer Questions

1
. Writeanoteon X-Window system.
. What is|IEEE 13947

. What arestreaming servers?

N o U~ WN

What iswidget toolkit? What areits uses?

What arethefeaturesof MMDBS?

. Write anote on object oriented approach in multimedia.
. What aretwo typesof attributes?
. What isMHEG?What areitsobjective and application?

Long-Answer Questions

. What areuser interfaces? Explainthefeatures of GUIs.
. What are the hardware supportsto multimediaarchitecture? Explain USB.
. Discuss streaming technologies. What arethe different streaming audio videos

formats?

. ExplaintheMMDB S architecture.
. ‘Inarelational database, retrieval of data stored isusually done by applying

queries.” Explainwiththe help of an example.

. ODMG model isfollowed by most of the object-oriented database systems.

Explan.

. Discussthe Open Document Architecture (ODA).
. Discussthe structure and classes of MHEG
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5.0 INTRODUCTION

Inthisunit, you will learn about typical multimediaenvironments, suchasCD family,
mediatypes, organization and applications of media. The compact discisathin, round
plastic platter whichis 12 cmsin diameter and approximately one mmthick, witha
holeinthecenter for aspindle. A disk driveisaperiphera device usedto store and
collect information. It can be removable or fixed, high capacity or low capacity, fast or
dow speed, and magnetic or optical. DVD isalso anoptical disc sorage mediaformet.
Itsmain usesarevideo and datastorage. DV Dsare of the same dimensionsas compact
discs(CDs), but store more than six timesas much data. An optical driveisatype of
storage mediumthat storesthe content indigital formwhichiswrittenand read by a
low intengity laser. Thelaser readsdatafrom the reflective surface of an optical disc by
measuring surface changesin height and depth.

Youwill aso learn about the varioustypes of mediaand organization of media.
Recent advancesin compression, storage and communication technologies support
thecreation of applicationsthat involvestoring and retrieving multiple datatypes, such
as text, audio, video, imagery, etc., collectively referred to as multimedia. The
Multimedia File System (MMFS) was specificaly designed to provide a high
performance network interfacefor soring and retrieving multimediadata. The MMFS
maintains association between related filesand also helpsin storing multimediadata
types, such asMIDI files, still imagesand video animation frameswith auniversal
gandard.

Fndly, youwill learn about gpplicationsof multimedia. Inthetwenty-first century,
IT providesmany serviceslikeairlines, hotel management, Web publishing etc. Some
of these servicesareexplained inthisunit.
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5.1 UNIT OBJECTIVES

After going throughthisunit, you will be ableto:
¢ Discussthesgnificanceof CD family
o |dentify different mediatypes
¢ Explain organization of media
¢ Discussthevariousapplicationsof multimedia

5.2 THE CD FAMILY

The compact discisathin, round plastic platter which is 12 cmsin diameter and
approximately onemmthick, with aholein the center for aspindle. A polycarbonate
layer of the CD that hasthe dataimpressed onto it, iscoated withamirror like metal
film (aluminum or gold). That shiny surfaceis protected by an overcoating of clear
plastic and reflects light in aprism-like effect. Side of the CD that reflectslight is
availablefor use, while the opposite sideis asilk-screen with the disc’sidentifying
label or logo printed onit.

Asfar asthe CD-ROM is concerned, the main feature of the compact discis
the enormous storage capacity (650 MB) suchasmall dimdisc, withahigh immunity
fromdameage. In contrast to floppy disks and other conventional secondary storage
media, theentire CD datais stored in one spiral track. Thus, the stored information
can beeasily played back at a continuousdata rate making thisideal for audio and
video outpui.

Types of CDs

Onemajor limitation of CD-ROM isthat they cannot be used to store data, but only
to read data that was stored on them by the manufacturer. However, there are
recordable CD’salso known as Compact Disc-Recordable (CD-R). Recording on
these CDsisexpensive even now and it requiresa special device called CD-Writer.
Another type of CD isCD-RW (Compact Disc-Rewritable) which not only alows
datato bewritten but also alowserasing, thereby making the CDs reusable. Unlike
the CD-ROM thereare morenumber of layersinthe CD-R (Figure 5.1(a), (b)) and
even morelayersinthe CD-RW. Some other terminology for CD formatsusedinthe
industry are: Audio CD, Photo CD, Video CD, CD-I (CD Interactive), CD-ROM/
XA (Extended Architecture), CD-WO (Write Once), CD-M O (Magneto Opticd),
etc. All theabove typesagain fall into different sets of standards(or books) namely
Red Book, Green Book, Yedllow Book and Orange Book. These standardsare named
after thecolor of laser lightsusedinthe drives.
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1. Recording Process

The CD recording method makes useof optical recording —using abeam of light from
aminiature semiconductor laser. Such abeamisof low power, amatter of milliwatts,
but the focus of the beam can beto avery small point so that afocussed beam can
vaporizethelow melting point meterialslike plastics. Focussing therecording beamto
apoint onaplastic discfor fraction of amillionth of asecond will, therefore, vaporize
the materid to leaveatiny crater or pit, about 0.6 umin diameter —for comparison, a
human hair isaround 50 pmin diameter. The depth of the pitsisalso very smdl, of the
order of 0.1 um. The area between these pits, where no beam strikesthe disc are
caled lands. Because of the small size of the pits, the tracks of the CD can be much
closer —about 60 CD trackstake up the samewidth as one L Precord track.

2. Reading

Reading aset of dimples on adisc also makes use of asemiconductor laser, but of
much lesspower (gpproximetely 780 nmwavelength) snceit need not vgporize materia.
Thelaser beam after striking the disc will be reflected fromthe smooth areas (lands)
but scattered where thereisapit (see Figure 5.2). By using an optical system that
alowsthelight to travel inboth directionto and fromthe disc surface, itispossibleto
focus areflected beam on to adetector, a photodiode and pick up asigna whenthe
beamisreflected fromthe‘lands and with no signal and when the beamfalsonto a
pit. Thetrangtionfrom pit to land and fromland to pit correspondsto the coding of a
linthedatastream. A Oiscalled asno transtion. Only light from alaser source can
fulfil therequirementsof being perfectly monochrometic (singlefrequency) and coherent

(no breaksinthewavetrain) so asto permit focussing on such afine spot.

Laser strikes a smooth land
which reflects light back

Laser strikes a
pit which scatters

1N

Fig. 5.2 Reading a Disc

3. Protecting

The transparent coating over the disc surface focusses the laser beam into the
inner layers besides protecting the recorded pits (see Figure. 5.3). Thoughthe
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diameter of the beam at the pit isaround 0.5 um, the diameter at the surface of the
disc (thetransparent coating) isabout 1 mm. Thismeansthat the dust particles
and hairs on the surface of the disc have very little effect on the beam, which
passes on each side of them — unless the dust particles are a millimetre across.
Thisisjust one way in which the CD system establishes its very considerable
immunity to dust and scratching on the disc surface the other being the remarkable
error detection and correction system, CIRC (Cross|nterleave Reed- Solomon
Code). However the EFM (Eight-to-Fourteen Modulation) system used by the
CD isitself aconsiderable safeguard against errors. EFM isbasically amodulation
systeminwhich aset of eight bitsis coded asa set of fourteen bitswhile recording.
The extrabits ensure minimum possibility of error.

Laser beam

N nnnn

Width of the beam more
at the disc surface

Fig. 5.3 Protection of a Disc

4. Quality

Theaudio performance music CDs isimpressive enough with frequency range 20 Hz
to 20 kHz (within 0.3 dB) and morethan 90 dB dynamic rangewiththetotal harmonic
distortion (including noise) being less than 0.005 per cent. Added to the audio
performance, however, you have the convenience of being ableto treat the CD audio
(or video) asany other digital sgnas. Theinclusion of control and display datameans
that the number of itemson arecording can be displayed and you can select the order
inwhichthey are played and repeating itemsas per requirement. Even moreimpressive
(especiadly for musicteachers) isthe ability to move fromtrack to track, allowinga
few notesto berepaired or skipped asrequired with no risk of damaging thetracks.

5. Speed

You might have noticed the X numbers (52X, 48X) specified with the advertisements
of CD drives. These X numbers measurethe dataextraction rate fromthe CDs. You
should know that the CD drives normally play the CDsat aConstant Linear Velocity
(CLV) instead of the Constant Angular Vel ocity (CAV) that isused for hard disks. In
CLV operation, thedisc turnsrelatively fewer revolutions per second (rps) whenit is
reading the outer tracksand at a higher (rps) whenit readsthe inner tracks. What
staysconstant isthe number of bitsread each second. A single-speed (1X) CD-ROM

drive pumps out data at 150 kbps. Nowadays, 52X CD-ROM drives are mostly
available. However, keep in mind that the speed at which you can read datafroma
CD-ROM isfar lower as compared to thereading of datafromthe hard disk.



CD-ROM Drive

Every CD drive hasfour mgjor parts.

(@ ThelLaser Read Head: Thisfocusseslow power laser for reading adisc and
ismounted onamoving armthat enablesit to cover theentire disc surface.

(b) TheMotor: ACD-ROM isheld firmly by aspindle systemthat isconnected
to adrive motor liketherecord player. The motor spinsthe disc faster asthe
laser read head movestowardsthe centre of the disc.

(¢) ThePrismand Light Sensor: Thisprismarrangement channelsthelaser light
returned from the smooth areas on the disc surface back to the light sensor
(Photodiode). It movesintandemwith thelaser read head.

(d) TheDiscCaddy or Tray: You placeaCD-ROM into thetray and it dides
into thedrive. The spindlelocksthediscinto placeand it startsspinning.

5.2.1 Introduction to CD Technology

Mogt of uswho work with computersand multimediatoolsarefamiliar withtheterms—
Compact Disc (CD), CD-ROM, DVD, etc., and routinely use themfor retrieval,
storageand transportation of digital data. Here, you will learn about the evolution of
the CD technology asthe most promising secondary storage system and introduce
you totheevolution of thedifferent variants of the optical discsand their festures. The
other optical storage mediainclude holographic data storage and magneto optical
datastorage devices.

Optical discrefersto any method of storagethat usesalaser to retrieve and
store datafromthe media. Thistermincludes such devicesas CD-ROM, rewritable
optical disc, WORM, CD-R, DVD, Blu-Ray Discs (BD-ROM), etc. The use of
optical storageiscontinuously growing at afast pace making it avery flexible and
affordable medium.

Theoptica storagetechnology iscongtantly evolving inaremarkable pace over
the last two decades. Here, you will learn how the optical storage technology has
evolved fromthe CD in 1980sto the present Blu-Ray technology enabling storage of
up to 50 GB of datain asingle double-layered disc. Thisoverview will introduce you
to thetypes of permanent portable storage, and the background knowledge should
help you understand the technology asit continuesto evolve.

Way back inthelate 1970sand early 1980s, the compact disc wasfirst accepted
widdly by themusicindustry asabetter alternativeto Long Playing (LP) gramophone
records. In 1979 electronicsgiants Sony and Philipstogether introduced the compact
disc technology for delivery of digital audio. Seeing the potential of the compact disc
technology for cheap and efficient meansto deliver audio, video and other forms of
digital dataincluding computer programs other leading companies, such asMicrosoft,
JVC, etc., joined the collaboration to establish sandardsfor datastorage and retrieval.

Optica storagetechnology has evolved into three basic types of accessing data.
They are: Read-Only (ROM), Write Once (R) and Read/Writable (RW). For the Blu-
ray, instead of RW theletter E isused signifying thedisc iserasable. The abbreviations
(CD-ROM, CD-R, CD-RW, DVD-R, DVD-RW BR-E, etc., are printed onthe disc
and are accepted asindustry standard terminology.
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The compact disctechnology has evolved inthefollowing stages.

Compact . Launched jointly by Philips and Sony in 1979 for delivery of digital music (audio)
Disc (CD) . Document of standard specifications for audio— Red Book
. The audio only format specified in the Red Book is also known as CD-DA
(compact disk — digital audio)
o Manufactured in the factory by stamping the pattern of pits on the spiral track to
code the digital audio signals
. Read-Only
o Predecessor of present optical discs— CD-ROM, DVD etc.
CD-ROM o Launched by Philips and Sony for storage of digital data after the success of audio
CD
. Document of standard specifications for data storage and retrieval— Y ellow Book
. Mixed mode of recording (digital data— as per yellow book and audio track — a per
Red Book possible)
. CD-ROM uses alayer of dye to record data. The process of ‘burning’ permanently
changes the dye forming the pits.
. Read-Only
o Improvement over CD or Compact Disc
CD-RW o Erasable media— data written on the disc can be erased and re-written
. Instead of dye (used in case of CD-R) semi-metal aloy isused. The recording laser
melts the alloy and creates the pits — as melting and rapid cooling tarnishes the alloy —
making it non-reflective. To erase the disc — the *pits’ are heated by laser of lower
power so that on cooling the original crystalline and shiny state comes back
. Document of standard specifications for CD-R and CD-RW — Orange Book
. Improvement over CD-ROM or CD-R
DVD . Next generation optical storage media
. More data stored by decreasing the pit size as well as the pitch (distance between
the pits) and also by doubling the layers and sides
. Various versions evolved — offering different storage capacities
. Document of standard specifications — released by DVD Forum — separate books
for DVD-R, DVD-RW, DVD-Audio, DVD-Video, €tc.
Blue-Ray . Next generation DV Ds — both used blue laser diodes (shorter wavelength than red
and HD- |aser) to store more datain same disc size
DVD . HD-DVD — Developed by Toshiba — abandoned in February 2008
. Blu-Ray — Developed by Sony & Pioneer
. Document of standard specifications — released by Blu-Ray Disc Association —
formed by 9 member companies

Asthe next-generation high definition optical formats (such asBlu-ray Disc and the
now defunct HD DV D) were developed, theorigina DVD isoftentermed as Standard
Definition-DVD or SD-DVD.

Compact Disc

A Compact Disc (CD), also spelled disk, isan optical disk for the storage of data.
CDswereinitialy built up for themusicindustry inthelate 1970sto Sore 16-hit, 44.1
kHz digital audio data, holding about 74 minutes of audio track per disk. Inthemid-
1980s, thefirst data CDs appeared inmarket. Asaready told intheintroduction, the
audio only format specified inthe Red Book isalso known as compact disk —digital
audio (CD-DA)
Audio Data Rate CD-DA = 16 bits/sample x 2 channels x 44100 samples/sec

= 1,411,200 bits/sec

= 176.4 Kbytes/sec

The datatransferred in each second is stored in 75 sectors. Hence, data stored in
each sector is= 1,411,200/ 75 = 18,816 hits = 2352 bytes.



With 74 minutesof playing timefor digital audio, capacity of aCD-DAs.
=74 min x 1,411,200 bits/sec = 6,265,728,000 bits

_6,265,728,000

= =664MB

(8x1024x10°)
Thediscisathin platter of optical grade polycarbonate, 120 mm in diameter and
approximately onemmthick, with aholeinthe centrefor the spindle. Oneside of the
polycarbonate disc is coated with avery thin mirror like metal film (normally pure
aluminium). A coating of lacquer or plastic resin protects the shiny surface so that it
doesnot tarnishdueto oxidation by coming in contact with air. Finally, asilk-screened
coated label coversthe protective coating and bearsthetitleof thealbum, logo, etc. In
theearly dayswhenthe protective coating technology was not perfect, it often reacted
with the auminium coating and damaged the glossy surface making the CD unusable.
To avoidthis, gold was often used, asit isaninert metal. However, beingtoo costly, its
use hasnow becomevery limited, asthe protective layer technology hasimproved.
(seeFigure5.4)

CD Label
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Blow-up View of aCD Cross Section

4

Fig. 5.4 Blow-Up Viewof a CD Cross Section

Unlike the computer hard discswherethetracksare concentric, the CD hasa
single continuoustrack spiraling outwards. Thespira track containshillionsof very
small holesor non-reflective pointsthat are called pits. Thedepth of such pitsfromthe
polycarbonate substrate is of the order of 0.12 um. The areas betweenthe pitsare
caledlands.

Asthedisc spinsinthe CD-player, asemiconductor laser of approximately 780
nm(i.e., near infrared) wavelength throwslight at the reflective surface and by usng an
optical systemthat allowsthelight to travel in both directionsto and fromthedisc
surface, it ispossibleto focus reflected beam onto adetector, aphotodiode and pick
up thesignal. Whenthe beamisreflected fromthelands, with no signal whenthe beam
falsonto apit. Thetrangtionfrompit to land and fromlineto pit correspondsto the
coding of alinthedatastream. A Oiscalled asno transition. Only light from laser
source can fulfil the requirements of being perfectly monochromatic (one single
frequency) and coherent (no break inthewavetrain) so asto palmate focusingto such
afine spot (seeFigure 5.5).
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Fig. 5.5 A Compact Disc

Compact Disc, Read-Only Memory (CD-ROM)

CD-ROM isanother version of the CD that isdesigned to store both uncompressed
hi-fidelity digital stereo sound (likeits predecessor) aswell asdigital computer datain
the form of binary files, text, graphics and video. The basic construction of the
CD-ROM isthe same as for audio CDs (CD-DA), i.e., astandard optical grade
polycarbonate substrate 120 mm in diameter and 1.2 mm in thickness with one
or morethinreflective meta (aluminium) layerswithalacquer/resin coating.

Theorigina dataformat was defined and standardized jointly by Philipsand
Sony inthe Yellow Book in 1983. It was a bit too general. Other standards were
subsequently introduced and the yellow book was extended. It definesthe directory
and filestructures, including 1 SO 9660, Hierarchd File System (HFS) for Macintosh
computers), and Hybrid HFS-1SO. Today, CD-ROMs are standardized and work in
any sandard CD-ROM driveto read digital multimediadata (text, graphics, etc.), as
well asaudio compact discsfor music.

Though the disc mediaand the drives of both the CD and the CD-ROM are
basically the same, inside data is stored differently. Unlike the CD-DA, two new
sectorswere defined:

Mode 1 for storing computer dataand Mode 2 for compressed audio or video/
graphic data. L et usinspect them briefly:

CD-ROM Mode 1

For CD-ROMSs, which only carry data and applications, the CD-ROM Mode 1 is
employed. Many datafilesare stored on thistype of CD, and to accessthosefilesan
exact addressisrequired to retrieve eachfile separately. Datais spread out smilar to
asonaudio disks, i.e., sector-wise. Each of which holds 2,352 bytes of data, with an
extra number of bytes used for error detection and correction, aswell as control
gructures. Thesectorsare further broken down for Mode 1 CD-ROM datastorage
asfollows(see Figure5.6).



¢ 12 bytesused for synchronization or detection of the beginning of the block.
¢ 4 bytesfor the header, which carriesaunique specification of the block.

e 2,048 bytesfor the user data.

¢ 4 bytesfor error detection.

e 8unused or blank bytes.

e 276 bytesfor error correction.

Sync | Header | User Data| EDC Blanks ECC
12 4 2048 4 8 276
I 2,352 bytes |

Fig. 5.6 Data Block—CD-ROM in Mode-1

. 6265728000 . :
A CD-ROM contains Tax2352 333,000 blocksto be played in 74 minutes.
Hence, we can calculate the capacity of aCD-ROM with dl blocksin Mode-1 as:
Capacity CD-ROM Mode-1 =
= 333,000 blocks x 2048 bytes/block
= 681,984,000 bytes

681984000

~ 1024x1024

~ 660 M bytes
Similarly, you can calculatethe dataratein Mode-1 as.

= 2,048 bytes/Block x 75 Blocks/sec

= 150 Kbytes/sec
Thisdatarate of 150 KB/Sec is called 1X and wasthetransfer rate supported inthe
early CD-ROMs.
CD-ROM Mode 2

TheCD-ROM M ode 2 isused for compressed audio/video information. Here, you
might sacrificeoccasond lossof abit of adataastheresultant audio or video output will
be barely noticeable. So instead of the elaborate error detection and correction adopted
inMode-1, herethe entire 2,336 bytes of data behind the sync and header bytesare
used for user data. Also the dataisread at 75 blocks/sec rate (see Figure 5.7).

Sync Header User Data
12 4 2,336

2,352 bytes

A
\

Fig. 5.7 DataBlock —CD-ROM in Mode-2
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So, the capacity of CD-ROM in Mode-2

= 333,000 blocks x 2336 bytes/ block ~ 741 MB
Similarly, thedataratefor CD-ROM in Mode-2

= 2336 bytes/block x 75 blocks/sec ~ 175.2 Kbytes/s
Boththe preceding valuesare substantially higher thanthat of Mode-1.

Constant Linear Velocity (CLV)

Intheearly daysof CD, when it was used mainly to reproduce audio, it wasimperative
to keepthedatarate constant (otherwisethe music or the voicewould quiver). So the
manufacturersensured that thetrack read by the laser beam movesat constant linear
velocity. In other words, the motor driving the CD-spindlerotated at faster speed
when accessing datanear the centre thanwhen it was near the outer periphery. This
technology of rotating the CD at different speed to keep the linear track speed as
constant is called Constant Linear Velocity (CLV).

Constant Angular Velocity (CAV)

The CLV technology was quite satisfactory for the CD-DA or playing audio at 150
Kbytes/sec. However, asthe CD-ROM technology evolved to sore computer data
and the speed increased from 1x to 2X, 4X, 6X, .... 16X, it wasfound that rotating
the CD at the desired speed maintaining CLV to deliver the data was practically
impossibleand uneconomic. Moreover, audio tracksaregeneraly accessed sequentidly,
but computer datahasto beaccessed randomly so the head hasto move very quickly
fromthe outer to theinner portion.

To solvethe problem, theindustry adopted constant speed drivesand sincethe
angular velocity iskept constant termed thetechnology as CAV. It should be noted
that thedataratefor CAV drivesvaries depending on the position of thetrack being
read. So the CAV drivesarelabelled as; variable peed’ (e.g., 48X Max). Most CAV
CD-ROMs can aso read datain CLV mode so that we can still listenthemusicina
CD-DA discusingaCAV drive.

Inbetweenthe CLV and the CAV drives, somedrivesincreasethetransfer rate
till themaximum CAV isreached, then datais accessed fromthe outward portion of
thetrack by CLV. Thisiscalled Partial CAV or P-CAV technology.

Also, somedrivesusesatechniquecalled Zoned CLV whereinstead of uniformly
decreasing the speed asthe head goesfrominner to outer, thetrack isdivided into 3—
4 zones and for each zone auniform CLV ismaintained. Thisistermed Z-CLV.

Drive Speed — the X-Nomenclature

Thereading speed of CD-ROM/ DV D drivesisusually compared with the speed of
the original CD player at 150 KB/sec. This speed isadopted asthe reference point
(1X) and thelater generation optical drivesare described as multiplesof thisvalue.
(seeTableb.1)



Table 5.1 Reading Speed of CD-ROM/DVD Drives Multimedia Environments

| co | DVD | Blu-Ray |
[Speed|[M B/s|Speed|M B/S|CD equivalent|[Speed|MB/3DVD equivalent]
X |joas |ix 132 |jox lix |45 |3x | NOTES
4x  |lo6 Jlax |[5.28 ||36X l2x  [9.0 |7x |
24X |36 |l6X |[7.93 [54x 14X |[18.0 [14X |
a8x |72 |12x_|1585]- [ |
B2X |78 J16x 2113 [ |

Source: http://www.osta.org/technology/dvdga/dvdgad.htm
CD-Interactive (CD-I)

The CD-Interactive or CD-I format wasintroduced jointly by Philipsand Sony in
1986 with aview to develop both aformat and a special new type of hardwareto
accessthe variousmultimedia elementsinteractively including text, graphics, audio,
video and computer programs. CD-| representsan entire system. It containsa CD-
ROM based formeat for interleaving of different mediaaswell asdefinition of compresson
for different media. CD-1 also contained softwarefor real-time processing of media
TheCD-I hardwareiscaled thedecoder. Itssizeiscomparableto theszeof aVCR.

CD-ROM Extended Architecture (CD-ROM/XA)

Intheoriginal Yellow Book standard, therewasno provision for audio or video data.
However, it defined how to store computer data. CD-ROM Extended Architecture
(CD-ROM/XA) isan extension of the Yellow Book that introduced two new track
typesalowingaCD to store computer data(text, binary files, etc.) with compressed
audio and/or video data. Here, subheader fields are introduced in both Mode-1
(computer data) and Mode-2 (audio/video data) so that the computer can separate
thetwo typesof dataonthefly:

Form 1. Similar to CD-ROM Mode 1. Here the unused 8 bytes are used for the sub-
header.

Form 2: Similar to CD-ROM Mode 2. Here the unused 8 bytes are used for sub-
header and 4 bytes are assigned for error detection, permitting only 2324 bytesfor
user data.

The CD-ROM/XA formatsarenot very common except in Kodak PhotoCD, VideoCD
and the Sony PlayStation CDs.

CD-Recordable (CD-R)

The CD Recordable (CD-R) and CD Rewritable (CD-RW) drives are called CD
burnersor CD writers. They are different fromthe CD-DA or CD-ROM drivesinthe
sensethat they have amore powerful laser that besidesreading fromthediscscan also
record datato special types CD media(CD-R or CD-RW discs). These CD writers
have become extremely popular due to the convenience in duplicating commercial
audio and dataCDs, or archivd of large volume of data. Theflexibility, reliability and
low cogt of both the CD writers, aswell asthe CD-R and CD-RW discs have made
themthe most popular PC peripherals—until recently —whenthe DV D technology
started to replace the CDs. Sdf-Instructional Material 187
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Dataisrecorded permanently in the CD-R discs. The CD-R technology is
based onthe OrangeBook (Part —I1) standard that was published by Philipsinthe
late 1990.

The CD-R discshave adifferent gructureathoughthebasc geometricd festures
(120 mm diameter and the drive spindle, etc.) arethe same asthe ssandard CD-DA
and CD-ROM discs. Likethe pressed CDs, the CD-R hasthesilk-screened label on
aprotectivelacquer layer. Thereafter, comesthereflective layer of dluminium. The
CD-Rdisc, however, hasan extralayer betweenthereflective duminiumlayer and the
clear optical gradepolycarbonate layer. Thislayer isan organic dyeor pigment that is
senstiveto light and heat of the CD writer laser of near infrared 780 nm wavelength.
Thoughthevarious photosenstive dyes havetheir own colour, they are effectively
transparent for the laser beam used. In case of a CD-R, instead of a spiral track
having pitsmolded into the plastic, the spiral track hasagroovethat hasawaobbleinit
intheformof asinewave (at thefrequency of 22.05 kHz, i.e., half that of the44.1
kHz sampling ratefor audio CDs). Thewobbleis used to guidethe CD-R recording
laser beamto write at the correct speed and to follow the groove precisely. Whenthe
CD-Riswrittento, the power of thewriting laser ismodulated to amost 10 timesthat
of theread power used to read fromadisc. The laser operating at write power heats
up thedisc causing achemical reaction inthe dyethat makesit opagque at the locality
wherethe laser hitsthetrack. Thus, the pitsare created permanently on the track.
WhentheCD-R discisread, thelight fromthereading laser isabsorbed and scattered,
S0 that the reading laser recognizesthat areaasapit. Onthe other hand, the unburnt
portionsof thetrack alow thelaser to bereflected fromthe shiny reflective aluminium
layer and they are recognized aslands.

Asalready told, the photosensitive dyeisatered chemicaly by the heat of the
laser beam and the changeisirreversible and permanent. However, somedrivesalow
to record datain multiple sittings provided the disc isnot full. Thisistermed multi
session recording.

CD-Rewritable (CD-RW)

CD-Rewritable (CD-RW) discsdlow datato be erased and rewritten. SoaCD-RW
can be used repeatedly. CD-RW discsare dightly costly thanthe CD-R discs.

The CD-RW technology isbased onthe Orange Book (Part —111) sandard
that was published by Philips.

The CD-RW discsare constructed similarly to CD-R discs. However, instead
of using organic photosensitive dyefor therecording layer, CD-RW discsusearecording
layer comprising of acrystaline compound of slver (Ag), indium (In), antimony (Sb),
and tellurium (Te). The aloy when heated to a high temperature and then cooled
assumes anamorphous(disordered) form. Otherwiseit hasashiny crysdlinesructure.
By hegting the alloy to alower temperature and cooling down, the crystalline sructure
may bebrought back. When thematerial iscrystalline, it reflectsmorelight; sointhe
crysalinegateitislikea‘land’ and inthenon-crystaline state, a‘ pit’. By increasing
the power of thelaser, it ispossibleto createthepits . To erasethedatathe ‘ pits are
heated by alower power laser and then dlowed to cool. The pit areabecomes shiny

(Land) onceagain.



AsCD-RW discsare lessreflectivethan CD-R discs and much lessreflective
than standard CD-Das and CD-ROMSs that are manufactured by stamping, many
CD-ROM drivesand consumer CD playersmadeinthelate 1990sor earlier cannot
read them.

Magneto Optical Discs

Magneto Optical (MO) discs are a specia type of discs containing a layer of
ferromagnetic material sealed within optical grade plagtic. The popular sizeof thedisc
isabout 3.5" of capacity 128 MB. Larger cartridgesof sze5.25" with capacity 650
MB to 1.3GB areaso available.

TheMO-drivesuse both optical and magnetic energiesto encodedata. A laser
beamisfocused on the surface of the disc. The energy of the beam heatsup atiny spot
inthealoy aboveacritica temperature. The heat loosensthe metallic crystalsinthe
alloy enough that they can be moved by the special write head’ sstrong magnetic field.
The write head aligns the crystal in one direction to represent a0 and a different
directionto represent al. Thesensor containing a photodiode sensesthe orientation
patternsof the magnetic sgnasonthedisc, asit changesthe polarization of laser light
reflected back fromthedisc. It isare-writable (RW) technology asthe‘ pits created
by heating and magnetizing can be reversed by the same process. To read datafrom
the MO Disc, aweaker laser isfocussed on thetrack and the alignment of the alloy
crystasrepresenting 1sand Osreflect light in different waysto the sensor.

LaserDisc (LD)

The LaserDisc wasapopular optical disc storage mediumfor moviesin Japan and the
USA. Likeaconventional CD, thedisc contained areflective aluminium layer with
lands and pits stamped on the disc. Video and audio were stored onthe LD-CD as
frequency modulated signals. While the video signa was stored asanalog, the audio
trackswere optionadly stored asdigita signals using pulse code modulation (PCM).
Dolby Digital first became available onlaserdisc. Thelaserdisc hasnow been defunct
with theadvent of DV D technology, which offersfar more capacity and comparable
pictureand audio quality incorporating both Dolby Digital and DTS a much affordable
price.

DVD

DVD isalso an optical disc storage mediaformat. Itsmain usesare video and data
storage. DV Dsareof the same dimensionsas Compact Discs (CDs), but store more
than six timesasmuch data. Thiswas achieved by compressing moredatausing better
laser technology and by adding additional layersin the disc.

Intheinitial period of introduction, DV D wasknown as* Digital Video Disc’
and thereafter when it was used to store data as well, as‘Digital Versatile Disc'.
Subsequently, DV D Forum, the officia body for DV D standards, clarified that DVD
isnot anacronym, i.e., thethreeletters D,V and D does not stand for anything.

Every DVD disc should usethe same physical file structure, promoted by the
Opticd Storage Technology Association (OSTA), and called Universal Disc Format
(UDF). Any DVD drive canread any filefromany DVD disc. Thishasat least removed
theincompatibility of formatsto alarge extent that prevailed with CDs.
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Multimedia Environments Variations of DV D, however, exist interms of capacity and the way datais

stored onthediscs. Theimplementationsrangefrom single sided DV D discs(1.46
GB) to multi-layered DV D-18 disc (double sided, 4 layers) having morethan 17 GB
capecity.

NOTES . .
Table 5.2 showsthe comparative status of varioustypes of DVD.

Table 5.2 Comparative Satus of Various DVD Types

nTr%tt?:er C_apamty Actual
Type Spec. Diameter u Sides o .GB GB
of (billion of %)
Layers Bytes)
DVD-1 SSISL 80 mm 1 1 1.45 1.36
DVD-2 SS/DL 80 mm 2 1 2.65 2.47
DVD-3 DS/SL 80 mm 2 2 2.9 2.72
DVD-4 DS/DL 80 mm 4 2 5.3 4.95
DVD-5 SSISL 120 mm 1 1 4.7 4.38
DVD-9 SS/DL 120 mm 2 1 8.5 7.95
DVD-10 | DS/SL 120 mm 2 2 9.4 8.75
DVD-14 | DS/SL+DL | 120 mm 3 2 13.24 12.33
DVD-18 | DS/DL 120 mm 4 2 17 15.90

A singlelayer—single sided disc has only one substrate with areflective surface
and adatalayer with ablank substrate. Thisisthe DVD-5 or DVD-1 format. The
total thicknessis 1.2 mm. Ontheother hand, asingle layer double sded discisformed
by bonding together two single sided substratesback to back each 0.6 mmthick. This
istheDVD-100r DVD-3format.

The DVD standard also permitstwo layersin asubstrate, onebelow the other,
resulting in adua layer disc—the DV D-9 or DVD-2 format.
Similarly, each substrate having two layerswhen pasted together back-to-back results
inadouble-sided double layer disc—the DV D-18 or DV D-4 formats.

The schematicrepresentationsare shownin Figure 5.8.

Reflective Layer
/ Recording Layer
| Substrate - 2 ¢ [ | |

| Substrate - 1 | | |

DVD-5/DVD-1 DvD-14

DVD-10/DVD-3 DVD-18/DVD-4

DVD-9/DVD-2

Fig. 5.8 Schematic Representations of DVD
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To read the different layers on the same substrate, thereading Laser hasto changethe
focus. To read the datafrom the other side, the DV D hasto betaken out of thedrive
and manualy turned over.

DVD-ROM Drive Speed

Just likethe CD drives, the speed of the DV D drivesis specified by the X-factor, i.e.,
1X, 4X, 6X, etc. However, a1X CD drivetransfersdataat 150 KB/sec, whilea1X
DVD drivetransfersdataat 1321 KB/sec, i.e., about ninetimesthe 1X CD rate. The
comparative chart has been given in Table 5.1 (Under Drive Speed—the X-
nomenclature). For DV D-video, thefileisaccessed sequentialy, and it always plays
at 1X, but for DVD-ROM thetransfer rate or throughput isimportant while accessing
multimediaand other digital data.

Dueto thedifficultiesin maintaining CLV a theextremely hightrander rate, the
current DVD-ROM drives use CAV. You will notice the DVD drive mentionsthe
speed rating asthe*Max’. Thedisc spinsat aconstant speed for aparticular zone,
which gradualy increases asthe read laser goesfromtheinner to the outer portion of
the spiral track. The maximum speed is achieved when the laser reads from the
outermost track. DVD-ROM is made by stamping the lands and pits on the
polycarbonate substrate inthe manufacturing plant.

DVD Formats

Thefollowing arethevariousformatsof DVD:
DVD-Video

In marketing parlance, there exist two typesof DV D—DV D-Video and DV D-ROM.
DVD-Video isthe standard for delivery of video content on DV D media. Today,
DVD-Video hasalmogt totally replaced the VHS cassettesfor distribution of videoin
theworldwide market. The DV D-Video supports many formats and resolutions.

The consumer DV D-Video discs normally use 4:3 aspect ratio (or anamorphic
16:9 ratio) MPEG-2 video, at the resolution of 720 x 576 (PAL) or 720 x 480
(NTSC) at 29.97, 25 or 23.976 framesper second (FPS). Audio isstored using the
Dolby Digital (AC-3) or Digital Theater System (DTS) format in either 16-bits/48
kHz or 24-bits/96 kHz format with mono to 7.1-channel Surround Sound mode,
and/or MPEG-1 Layer 2. Asaready discussed, the specificationsfor video and audio
vary by regions acrossthe world depending on thetelevision format used, however,
oftenthe DV D playerssupport all the formats. DV D Video also supportsfeatures,
such assubtitling, menus, multiple audio tracks, cameraangles, etc.

DVD-Audio

DVD-Audio offershigher fidelity than CD-quality, with sampling rates of 44.1, 48,
88.2, 96, 176.4, and 192 kHz and a variety of sample sizes. Audio compression
optionsinclude MPEG and Dolby Digital (AC3). DVD-Audio discs havethe option
to apply acopy protection mechanism, termed Content Protection for Prerecorded
Media (CPPM), whichwasdeveloped jointly by IBM, Intel, Matsushitaand Toshiba.
Itis however, debatablewhether the acoudticfidelity claimed to beachieved by sampling
above44.1 kHzisat dl distinguishableto ahuman listener.
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DVD-R

The DV D-Recordable (DV D-R) wasinitialy designed asarecordable (write once)
disc having more capacity than the CD-R format so that it could compete with the
popular VHS videocassettes. The working principle is similar to that of a CD-R.
Informationisrecorded onagrooveinalayer of photosenstive organic dye. Oncethe
laser altersthedye, theinformation ispermanently etched onthetrack and cannot be
changed. The Single Surface/Single Layer (SS/SL) disc ismanufactured by bonding
two polycarbonate substrates, each 0.6 mmthick (and 120 mmin diameter), one
having thereflective auminium coating over the photosensitive organic dyelayer, and
the other smply the polycarbonate disc. The capacity of suchaDVD is4.7 GB.

Though the CD and DV D are of same size and thickness yet there are some
basic differences. For aDVD, the laser beam hasto penetrate only 0.6 mm of the
polycarbonate substrate, whilefor aCD it hasto penetrateabout 1.2 mm. Also for a
CD a780 nmred laser isused asthe reading laser; whilefor aDV D-R the reading
laser isashorter wavelength 650 nmred laser resulting in smaller and more compact
pitsonthetrack. Further, the pitch of thetracksisalso reduced (than that of the CD)
to accommodate moretracksinthedataarea. InaDVD-R, the correct location of the
laser beam onthe grooved track isensured by specia markingscalled land pre-pits.

The DVD-R (pronounced as ‘DVD dash R’) is approved by DVD Forum
(www.dvdforum.org)—the international organization set up to standardize DV D
formats. Initidly, the DV D format and logo licensefeesfixed by the DV D Forumwas
very high. So ariva group of manufacturerscame out with the DVD+R and DVD+W
with amost identical specifications. The Hybrid drives can handle bothDVD+R and
DVD-R discs, and they are labelled asDVDRW drives.

DVD+R

The DVD+Recordable (DVD+R, pronounced: DVD plusR) isalso awrite once
optical disc of 4.7 GB capacity. Theformat wasfloated by the DVD+RW alliance
(Www.dvdrw.org) in 2002.

TheDVD+RDL or Dua Layer format (also termed DV D+R9) wasintroduced
by the DV D+RW Alliancein 2003. Thisformat almost doubled the Sorage capacity
(from4.7 GB to 8.4 GB) by using two layersof photosensitive dyesinstead of one.
Specialized DVD+RW DL drivesare however required to write and read from these
DL discs.

DVD-RW

TheDVD-Rewritable(DVD-RW) discsallow datato be erased and rewritten. So a
DVD-RW can be used repeatedly (about 1000 times). The DV D-RW format was
introduced by Pioneer asper the approved standardsof DV D Forum (the DVD-RW
book). However, the DVD-RW has an inherent limitation. The DVD-RW was
introduced asan alternative to therewritable DV D-RAM since thevideo recordings
on DVD-RAM could not be played onregular DVD players. So theindustry wanted
an erasable DVD mediumto bereused just as avideotape. The DV D-RW perfectly
fitsinthat role. However, when used for data, it hasaproblem. The DV D-RW format
of gorage of dataissequentid in naturejust asvideo recordingsare essentialy sequentia
and anew video isnormally appended at the end of previousrecordings. Thissequentia



design, however, stops datafrom being erased fromthe DV D-RW to permit more
roomintheir place. Deleting filesfroma DV D-RW do not increase the capacity of a
DVD-RW disc. This problem hasbeen addressed and solved by the DV D+RW adliance
intheir DVD+RW discs.

The DV D-RW discsare constructed similarly to the DV D-R discs. However,
likethe CD-RW discs, the DV D-RW discsuse arecording layer made of a special
alloy. The alloy, when heated to a high temperature and then cooled assumes an
amorphous (disordered) form. Otherwisg, it hasashiny crystallinestructure. By heating
thealloy to alower temperature and cooling down, the crystalline structure may be
brought back. Whenthemateria iscrystdline, it reflectsmorelight; sointhecrystdline
dateitislikea‘land’ andinthenon-crystalinestate, a‘pit’. By increasing the power
of thelaser, it ispossibleto createthe pits . To erasethe datathe * pits are heated by
alower power laser and then allowed to cool. The pit areabecomes shiny (land) once

again.
DVD+RW

The DVD+RW is another type of rewritable DV D, which was introduced by the
DVD+RW dllianceand giventhe name‘ DV D+RW  to differentiateit fromthe DV D-
RW (pronounced: DV D dash RW). It can store both video/audio and data effectively.
It canintroducethe error management systemswhen handling computer dataand can
dispense them with when storing audio/video so that standard DV D players can
recognize the discs. The basic geometry of a DVD+RW disc, such as diameter,
thickness, etc., isthe sameasaDVD-RW or aCD-RW disc.

You havealready learned that the DV D-RW discs are suited for storing audio/
video sequential data but not so for storing data. The ‘DVD+RW Alliance’ had
observed the shortcomings of the DV D-RW format and introduced anew formatting
structure giving some significant advantages over the DVD-RW. As aresult, the
DV D+RW became popular for storing both computer data aswell as video/audio.
Thestructureisbased onan 817.4 kHz snewave like wobbly groove moulded into
the polycarbonate base. Thiswobbleisabout 37 timesfiner than thewobbleinaCD-
R, and the groove with the wobbly waveform makes aligning data blocks much
convenient and accurate, becauseit servesasthe disc’s marker guide for the laser
beamto addressthe correct postion onthetrack. Also adding to or erasing informetion
fromaDV D+RW disc could be done with more accuracy and speed. For example,
thetimetakento fully eraseaDV D-RW disc takes more than 80 minutes, whereasfor
DVD+RW disc it takes less than a minute and that too as a background process.
Further, thetotal timeto recordaDVD+RW discisless.

DVD-RAM

ThisDVD-RAM isadisc specification designed for RandomAccess Memory (RAM)
to accessdatavery quickly. DV D Forumintroduced the specificationin 1996 for both
theDVD-RAM driveaswell asDVD-RAM media. DVD-RAM isardliable storage
medium for computersand Camcorders. It can be used asa datastorage and back-
up medium and aso to record video.

The DVD-RAM disc has grooves moulded into a polycarbonate substrate,
which is bonded to a second polycarbonate disc. It has predefined pitsto identify
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sectorsfor addressinformation so that adrive can very quickly locatefiles. These
moulded addresses or pits are visible onthe DVD-RAM discs as a series of small
lines. Unliketherecordable or rewritable DV Ds, recordinginaDVD-RAM isdonein
both the Land between the grooves aswell asin the grooves. The DVD-RAM is
enclosed in aprotective cartridge. DV D-RAM was designed to handle computer
dataand bemorerugged. It hassuperior defect management, useszoned CLV (i.e.,
Partid Constant Angular VVelocity or PCAV) for faster dataaccess, and offersgreater
media protection by meansof acartridge. However, the drawback isthat the earlier
DVD-ROM drivesand almost no DV D player canread fromthe DVD-RAM discs.
DVD-RAM may bethe best choiceif DV D writer isdedicatedly used only to back up
or archivecomputer data. It isvery reliable, lastslong (about 30 years) and A DV D-
RAM disc canberewritten at least 1,00,000 times. Thewritespeed of DVD-RAM
drivesis much lessthan that of DVD-RW and DV D+RW drives and the price of
DVD-RAM discsismorethan DVD-RW and DVD+RW discs.

Hitachi, Toshibaand Panasonic (Matsushita) support theDVD-RAM standard. The
two variantsof DVD-RAM are;

First-generation (DVD-RAM Book 1.0): Itrecords2.58 GB per sdeonrewritable
media. Thesediscsare not readableby older DV D playersand drives.

Second-generation (DVD-RAM Book 2.1): It readsand writesboth original 2.58/
5.2GB DVD-RAM discs(first generation) and 4.7/9.4 GB DV D-RAM discs. Non-
cartridge4.7 GB and 9.4 GB DVD-RAM discsare now widdly available. However,
older DVD-RAM drives often do not support them.

5.3 MEDIA TYPES

A disk driveisaperipheral device used to store and collect information. It can be
removable or fixed, high capacity or low capacity, fast or dow speed, and magnetic or
opticdl.

Structurally, adriveisthe object insidewhich adisk iseither permanently or
temporarily stored. While adisk containsthe mediaonwhich thedatais stored, a
drive contains the machinery and circuitry required for implementing read/write
operationsonthedisk.

Thedisklooksliterally likeaflat circular plate. The computer writesinformation
to thedisk, whereit isstored inthe sameform asit isstored on a cassette tape. Disks
as such arejust magnetically coated rollsor circular diskswhich are divided into
sectorsand tracks. The datais accordingly stored and numbered with respect to the
track and sector number on the disk; only the structure of the mediumis different.
Examples of removabledisk drivesare DV D, CD-ROM, floppy disk drive, etc. A
hard disk isan example of anon-removable disk drive.

The method of accessing data could be sequential (magnetic tape drives) or
random (HDD, DV D), wherethe read/write head can directly go to any location on
thedisk.

Drives can be classified into two major groups — magnetic and optical. The
following section givesabrief overview of varioustypes of magnetic and optica drive.



M agnetic Drives: These are magnetized storage mediaonwhich digital or
analog information isrecorded as electromagnetic signals over tracks and sectors
predesigned onthe media. They areanon-volatile source for storing data because
they can storeinformation for along time and do not require electricity or any other
element to retaintheinformation stored in them.

Hard Disk Drive: This is a crucia hardware component of a personal
computer, without which modern-day computerscannot function. Althoughthe RAM
isaplaceof primary storage, it isephemeral (i.e., itslife is dependant on the power
source—RAM isactiveonly aslong asthe computer isturned on). A hard disk drive,
though technically a secondary form of storage, isthe primary form of permanent
storage (Sincethe datastored onthe hard disk isnot dependant on the computer being
switched on or off). The features of HDDsthat have made them an irreplaceable
component in our computers are their high capacity for storing data and the high
speeds at which they can accessit at relatively lower cost. They comein various
interfaces and specificationssuch as|DE, EIDE, SCSI, SATA and SATAII.

Floppy Disks: These areportable mediaconsisting of amagnetically coated
disk kept ingdeaprotective covering. They arelow capacity and chegp to manufacture,
but highly prone to dust and scratching. Dueto these limitations, they are no longer
considered astandard component of apersonal computer system. Their Sizevaries
from 360K to 2.88MB.

ZIPDrives: Theseare similar to disk drives but with thicker magnetic disks
and alarger number of headsinthe driveto read/write. The Zip drivewasintroduced
mainly to overcomethe limitations of the floppy drive and replace it with ahigher
capacity and faster medium. They are better than floppy disks but still Slow in
performance and with ahigh cost-to-storageratio. Thedisk szerangesfrom 100MB
to 750MB. Zip driveswere popular for several yearsuntil theintroduction of CD-
ROMsand CD-Writers, which have now cometo be widely accepted dueto their
cost, convenience and speed.

TapeDrivesand Tape Drums Tapedrivesrepresented the sequential access
method of storage and retrieval. Sequential access, as opposed to the now prevalent
random access, means that data can be stored and retrieved only in a sequential
manner —asdefined by the order inwhich the datawas stored on thetape drive. For
instance, in case of cassette tape drives (used in tape recordersand players), which
areanexample of sequential accessbased storage, if you want to play song number 4,
you cando so only after you have either played or fast forwarded song numbers1to
3 (thereisno way to directly go to song number 4 without going through songs 1 to
3). Tapedriveswerewidely used inthe 1980s and 1990s as backup devices, but due
to their dow speed and sequentia read/write access, they have now becomevirtually
obsolete.

Optical Drives

Anoptical driveisatype of sorage mediumthat storesthe content indigital form
whichiswritten and read by alow intensty laser. Thelaser readsdatafromthereflective
surface of anoptical disc by measuring surface changesin height and depth. All types
of optical media are divided into tracks and sectors that contain a series of tiny
indentationsinwhich datais stored.
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CD-ROM: Thisisan optica medium of data storage. The current maximum
capacity of aCD-ROM is900M B with amaximum read/write access speed of 52X,
(whichmeans 10,350 RPM - rotations per minute) and transfer rate of 7.62 MBPS
(mega-bytes per second). The datais written with the help of ared infrared laser
beam froman optical lensand the same laser of lower intensity isused to read data
fromthe CD-ROM.

HD-DVD: A highdensty, mostly snglesded, doublelayered optica discwhich
can hold upto 15GB on asinglelayer and 30GB on adual layer disc. Theread/write
gpeed onanHD-DVD variesbetween 36 MBPS and 72 MBPS. Thes=were primarily
designed for the storage of high-definition videosand large volumes of data. The basic
look and feel of an HD-DV D drive and disk isthe same asthat of aCD-ROM and
DVD except that it usesalaser of different wavelength and the microscopic structure
of storageonadisk isdifferent.

Blu-Ray: Another high-density optical sorage mediaformat isgaining popularity
thesedays. It ismainly used for high-definition video and storing data. The sorage
capacity of adual layer Blu-ray Discis50 GB, almost equal to storing datain six
double-dual layer DVD or morethan 10 single-layer DVD.

5.4 MEDIA ORGANIZATION

Recent advancesincompression, $orage and communicationtechnologieshaveresulted
inthecreation of applicationsthat involve storing and retrieving multiple datatypes,
such astext, audio, video, imagery, etc., collectively referred to asmultimedia. These
applicationsrequirethe development of file systemsthat can efficiently manage the
storage and retrieval of multiple datatypesreferred to asintegrated multimediafile
systems. Earlier, the handling and organization of these specific file types was a
cumbersome task when the original and conventional file systemswasarranged to
accommodate them. With theincreasing trends of graphical and mediafiles embedded
e-mail windowsthehandling of multimediafiles hasbecomeinevitable.

The MultimediaFile System (MMFS) was specifically designed to providea
high performance network interface for storing and retrieving multimediadata. The
performance optimizationsinthe MM FSimplementation or operating systemwill not
necessitate modificationsinany application code. Typicaly, the manipulation of digital
audio datawithinMMFSisfacilitated through various audio-specific programming
layers. TheMMFS maintains association between related filesand aso helpsin storing
multimediadatatypes, suchasMIDlI files, till imagesand video animation frameswith
a universal standard. MMFS is intended to support continuous media intensive
gpplications, such aspersonal video recorders, video JukeBoxesand Video-on-Demand
(VoD). It completely replacestheV CRs because it works as same as video player
works, for exampleit provides STOP, PAUSE, FORWARD and REWIND services.
For this, it frequently requires Set-Top-Box (STB). Theservices collectively represent
thevirtua multimediaand video content shop. A basic concept of directoriesand files
you must know at thisstage so that you can get aware of themultimediafile system
and information representation. The hierarchicd filenaming sysemscontainthefollowing
interfaceswith referenceto multimediafile system:



A Treeof Directoriesand Files: Containsfile and directory namesthat are Multimedia Environments
named with path names.

Objects: Dealsfilesand directories along with other kinds of objects, e.g.,
devices.

Path Names. Containsacomponent name for each directory inthe path.

A fileisapassve container of byteson thedisk, whereasthe Open fileisactive
source or sink of bytesinarunning program. Thesefilesare connected to adevice or

aprocessinvolvedin OS. Inthisdesigntechnique, devicesare named asfilesthat are
opened and used in byte streams. Thebyte streamsrepresent the sourcesand sinks of

NOTES

bytes.
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Fig. 5.9 Filesand Open Files

InFigure5.9, filel D andfilelocationsare required inthefiletablethat is Stuated
inthe operating sysemandissupported by MMFS. MMFS offersaset of functiondities
for multimediasupport that issynchronized multi-streamretrieva and used for editing
support. Thisfile sysem aso supportscaching and prefetching optimizationsfor real-
timedisk scheduling. Themultimediafileisassociated with unique mnodethat contains
the metadata of the MM file. The multimedia-specific metadata of each strand is used
for recording rate, logical block size and the size of the application data unit.

Frame k Framek + 3

Blocks i j+1i+2 i+9i+10i+11
Fig. 5.10 MMFSDesign Prefetching

Figure5.10 showsthe playback of avideo infast-forward and UFS prefetching,
which issuesthe read-ahead for unnecessary blocks. FrameK isreserved for i, i+1,
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I+2, whereas Frame K+ 3retansi+9, i+ 10, i+ 11 blocks. Multimediaunique demands
infilesysemand MMFS are sued to extend the Unified File Sysem (UFS). UFSis
used to writeand truncate the systemcallsfor small size multimediafiles. Theframe
supportsin MMFS designing by single medium editing and multiple-media playback
environments. A fully functional file systemisbased onthe Virtua File Sysem (VFS).
The playback of avideo iskept infast-forward in which MMFS performintelligent
prefetching. Theapplicationscommunicate M MFS stting thefidldsin mminfo retrieva
rate, direction, whether frames skip the degree of prefetching ismaintained at ahigh
level. It does not work for compressed data streams. The challenge is multimedia
systemsfacedin need to replay mediatypes continuoudly, i.e., the data that should be
played must to arriveinred timeor at least certain strict deadline. Continuous media
data differs from discrete data but not only in itsreal time characteristics. Also, a
chalengefor these systemsisthesynchronization of picturesand the corresponding
sound. Therefore, thesecan be considered astwo different datastreams. It isimportant
to synchronize these before displaying them on the monitor. Another differencetypical
to discretedataisthefilesize. The video and audio need much more storage space
than text dataand the multimediafile system hasto organizethisdataondisk inan
efficient way that utilizesthelimited sorage. MM FSisdesgned to support therecording
and playback of data streams at constant and variablerates. Thefollowing features
areavailablefor multimediafile system:

e MMFS provides the Persona Video Recorder (PVR) functionality
allowing severa datastreamsto be recorded simultaneously while also
replaying a stream, which may be one of the streams being recorded.
Providethe ahility to fast-forward and rewind data streams.

o MMFS makesefficient use of disk storage, accesstimesand bandwidth.

¢ MMFS enablestheautomatic recovery of disk datastructureson retart
after apower failure or other interruption. Automatic formatting of anew
disk or onethat isirretrievably corrupt.

MMFSisaccessed through the FIL EIO package which presentsastandard

POSI X compatiblel O interface through which applicationsusestandard open(), read(),

write() and close() calls. Streaming support isprovided through asmdl library, mmfdib,

which presentsamore application-friendly interface. MMFS supplies most of the

gsandard filel/O functiondity. However, sinceit isoptimized for supporting streamed

data, it hasanumber of restrictionsthat mean that it does not alwaysbehavelikea

genera-purpose file system by the following means.

¢ Filesmay not be resized after creation and are essentially write-once/

read-many. Betweentheinitial open() and close() that createsafileit will

be extended asrequires. On subsequent opens, even those that specify
O_WRITE, datamay only bewritten to theexisting file extent.

e |f anattempt ismadeto createafilethat aready exigts, the open() will fail.
Instead thefile must be deleted first and may then be created anew.

Theformatting options control theformatting of an MMFSdisk. They areonly
used when afile sysemisformatted. Under normal circumstancesthefile sysemwill
fetch these valuesfromthe disk volumelabel. Table 5.3 showsthe formatting options
of MMFS:



Table 5.3 Formatting Options of MMFS Multimedia Environments

Options Available for Function
For matting the MM FS
CYGNUM_FS MMFS BLOCK_SIZE This option defines the size of file
system blocks. Thevalueis NOTES

defined in KiB (kibibyte) and must
be a power of 2 and default value
is256.

CYGNUM_FS MMFS ROOTDIR_SIZE | This option defines the size of the
root directory in blocks. Since all
files are contained in this
directory, its size gives a hard limit
to the number of filesthat the file
system may contain and the
default valueis 1.
CYGNUM_FS MMFS BAT _SIZE This option defines the size of the
block allocation tables (BAT) used
to store the addresses of file data
blocks. This gives ahard upper
limit on the size of afile and the
default value is 2.
CYGNUM_FS MMFS BAT_COUNT This option defines the number of
BATsalocated in the file system.
The default isto define 200 BATs
and the default valueis 200.

Theintelligent virtual redlity software syssemincludesvarioustypes of including
multimediasoftware, VRML etc., whereasthe multimediasoftwaremainly usesAdobe
Authorware, Adobe Director, Winamp, etc. VR applicationsare generic software
systemsthat providesuser toolkitsand API's, such as OpenGL, ray-tracing systems
etc. It ispossible to embed videos into html documents, which are known asWeb
pagesintwo ways. One method isto usethe<enbed/ > tag to display your media
file. Theembed tag doesnot requireaclosingtag. Infact, it worksmuchliketheimage
tag. A sr c attributeisdefined by the correct URL, either takenasalocal or global in
order for correctly displaying the videofile. You may start and stop your moviefilesby
either pressing the buttons or double-clicking your mouse (continue/play). It isalso
possibleto placethe URL of your mediafilesintothehr ef attribute of an anchor
tag. Table5.4 showsthevariousvideo mediafiles:

Table 5.4 Video Media Files

File Name Function

Extension

owf files These file types are created by Macromedia's
Flash program

wmv files Thesefile types are Microsoft’s Window’ s Media
Video file types.

.mov files Thesefile types are Apple’s Quick Time Movie
format.

.mpeg files Thesefile types are set the standard for compression
movie files created by the Moving Pictures Expert
Group.

Theflashmovies(.anf), AVI's(.avi) and MOV’s(.mov) fileextensiontypesare
supported by theembed tag. Using Adobe Hiash C4 software, asoundfileisinserted
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onWeb pagethat plays after clicking the button. Therequired stepsare accomplished
to performthetask:
¢ Openanew flash page that importsthe soundfile, let say sound_car.mid,
it isimported from the provided library. The overall moviefile developed
inflashistaken as.swf (shockwaveformat) extenson name. The extension
name.mid issound file created in flashingtalled in the Internet explorer.
e Select Window—Common Libraries»Buttonsmenuthat providesa
list of buttonssymbols. These buttonsareincluded during theinstallation
of flash C4.

¢ Double click onbutton to open symbol editor which addsframes.
¢ Click onScenethat linksto the main timeline.
Theaudio filesplaying musicaremusica instrument digital interface (midi), .mid,
.mp3 and .wav filesplaced on web page. After knowing thebasic concept of multimedia

file system, theinformation is represented by anumber of test programs. Table 5.5
showsthe number of test programsand their functions:

Table 5.5 Number of Test Programs and their Functions

Test Programs Functions

mmfsl This test program just tests the standard FILEIO
interface of the file system. It is a simplified
version of the file system functionality tests used
by FATFS and RAMFS.

streaml1 This test program is a simple test of the streaming
support. It writes and reads streams at defined data
rates and checks that the rate is maintained and
that data integrity is preserved.

pvrl This test program is a basic emulation of a
personal video recorder. Two streams are written
and one of them read back, after a delay. This
simulates a PVR recording one channel while
using a pause-live feature on a second channel.

pvr2 This test program records a large number of short
streams on the disk and also checks directory
handling.

pvr3 This test program is a variant on pvrl, which
records 3 streams while replaying one.

format This refers to simple test that uses the

‘mmfs.format’ file system instead of ‘mmfs’, thus
reformatting the disk.

example This contains versions of the write_stream() and
read_stream() example functions described earlier,
together with sufficient infrastructure to allow them
to be run.

Information Representation in Multimedia Applications

Fourier andysiscan be used to show that any time-varying analog signa ismade up of
apossibly infinite number of single-frequency snusoidal signalswhose amplitude and
phase vary continuoudy withtimereativeto each other sgnd bandwidth. Thebandwidth
of the transmission channel should be equal to or greater than the bandwidth of the
signa-band limiting channel. M athematician Fourier introduced theinfinite sum of sine
and cosinewaves. The harmonic musical soundisproduced with audio files. With the
help of Fourier analysis, the sound synthesizing isanalysed from aseriesof puretone
generators. It isadjusted by their amplitudes and phases and then by adding them



together. The sustained sound in multimediafiles can be reproduced with the limited
range of frequencies. Most of the sound energy followsthe harmonics of fundamental
pitch. Thisanalysisisgenerdized to interpret that any sound with asharp attack, sharp
pulseand rapid changes can bereproduced inawaveform. It producesinthe term of
sguarewave (see Figure 5.11), which containsonly odd harmonicswith theamplitude.
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Fig. 5.11 Square Wave

Thevideo and broadcast channel makes scanning sequence and it is necessary
to useaminimumrefresh rate of 50 times per second to avoid flicker. A refresh rate of
25 times per second issufficient for the transmisson of documents. Thetwo fieldsare
thenintegrated together inthetelevisonreceiver usng atechniqueknown asinterlaced
scanning. Thethreemain propertiesof acolor source aretaken asbrightness, hueand
saturation. Huerepresentsthe actud color of the source of multimediafileand saturation
representsthe strength or vividness of the color. Multimediainformeation representation
supports CODEC that performs the conversion using some code words. Coder/
Decoder (CODEC) isapiece of software or adriver that addsasupport for certain
audio-video format for operating system assembled PC. With CODEC, your system
recognizestheformat the codec ishuilt for and allowsyouto play theaudio-video file
(=decode) or in some cases, to change another audio-video file into that format
(=(en)code). For example, when you install Windows to your home computer,
Windowsingdlsautometicaly bunch of most commonly used CODEC into the system,
S0 you do not have to download them separately fromtheir vendors.

Table 5.6 PC Video Digitization

Digitization System Spatial Resolution Temporal

For mat Resolution

4:2:2 525-line Y =640x480, C = C = 320x240 60Hz
625-line b T 50Hz

Y = 768x576, Cb: C =384x288
r

Siebel Import File | 525-line Y =320x240, C = C = 160x240 30Hz
b r

(SIF) 625-line |\ _ 3g4.288, C =C =192x144 25Hz

r
Common Y =384x288, C = C = 192x144 30Hz
Intermediate boor
Format(CIF)
Quarter Common Y =192x144, C = C = 96x72 15/7.5Hz
I ntermediate boor

Format (QCIF)
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For all digitization formats (see Table 5.6), video capture board and software
arerequired. All the PCsusemonitorsfor presenting the progressive and non-interlaced
scanning. Theclugteringisused to produce candidatetrgectoriesinvideo. Eachmotion
trgjectory is described using chain code and isrepresented by object-motion-video
triplets. Inaudio characterization, audio informetionisclassfiedinto different categories,
such asslence, speech, music and other voice. Ingenerd, you can distinguish different
ways of analysing and searching video:

Table 5.7 displaysthe way of information representation computer graphics
aray.

Table 5.7 Information Representation in Computer Graphics Array

Standard | Resolution Number Memory Required Per Frame
of Colors | (Bytes) of Multimedia Documents

VGA 640x480%8 256 307.2KB
XGA 640x480%x16 64K 614.4 KB

1024x768%8 256 786.432 KB
SVGA 800x600%16 64K 960 KB

1024x768x8 256 786.432 KB

1024x768x24 | 16M 2359.296KB

5.5 APPLICATIONS OF MULTIMEDIA

Inthetwenty-first century, I T providesmany serviceslikeairlines, hotel management,
Web publishing etc. Some of these services are explained inthe following sections.

Airlines

Theair travel industry isone of the biggest users of informationtechnology. Thereis
hardly any aspect of the airline businessin which computer systems have not been
deployed for increasing revenues, reducing costs and enhancing cusomer satisfaction.

It isnow almost inconceivableto book aticket or get aseat confirmed across
multiple slescounters (airline offices, travel agents, etc.) spread over numerouscities,
without using computerized databases and e-networking. Likemost other industries,
the use of computerized systemsintheair travel industry started withthefront office
and sales desk with back-office operations playing aoracial roleinddivering aquality
experienceto consumers. What typicaly started asairlinesintranet sysemshave now
blossomed into vast Web-based online systemswhich can be accessed by anybody
from anywherein theworld.

The following are some of the interesting areas where IT has been used
successfully:

1. OnlineTicket Reservation Through thelnternet: Today, most leading
arlineslike United Airlines, Ddlta, BritishAirways, etc. sdll ticketsthrough
their Websites. You can book theticket through the Internet, pay online by
giving your internationa credit card detailsand then collect theticket (onthe
day of journey), boarding passfrom e-ticket kiosksat theairport by simply
furnishing your booking reference details.



2. Flight and SeatsAvailability: If youwishto travel from New Delhi to
New York and do not know what your flight optionsare, smplylog onto the
airline site, specify the cities of travel origin and destination along with
preferred journey dates and the databasewould yield al the possible options.
Onceyou havesdected theflights, you could even go asep further (possible
in caseof afew airlines) and book aspecific seat number inthat flight along
withthechoice of med.

3. Lagt MinuteDealsand Auctions: A seat isaperishablecommodity. An
unsold seet meansarevenue opportunity lost forever. Therefore, mog airlines
have now started afacility ontheir Website where potential customerscan
bid for last minuteticketsin online auctions. Cases of people buying aticket
worth $1000 for aslow as$100 are not uncommon. Thisisa case of win-
win by effective use of I T—the passenger ishappy at getting theticket at a
fraction of theticket’snorma cost and theairlineisableto recover something
fromwhat might otherwise have beenan unsold sesat.

All thesefacilities'opportunitieswould have beenimpossblewithout anintegrated
onlinecomputer system.

Telephone Exchanges

Thefirgt telephone service invented by Alexander Graham Bell wasdgtrictly * point-to-
point’, i.e. each user had to be physically wired to every other user. Therewas no
‘telephone exchange' . Needless to say, Bell immediately realized the need for an
exchange and made one. In thisfirst exchange each subscriber had to bewired only
up to hisloca exchange. Anoperator sitting inthe exchange, connected himto other
subscribers upon request (earlier phonesdid not have diaing facility) by physicaly
connecting the caller’swireto the recipient subscriber’ stelephone by using a hand-
actuated circuit switch. One doesnot need to stretch one'simagination to appreciate
thefact that operator-controlled exchangeswere not only extremely labour-intensive
but aso highly error-prone.

Now, comparethisto thedigital, computerized telephoneexchanges used today.
Thesearetheeectronic sysemsthat do the switching operation based upona“ stored
programcontrol.” The rulesdefined inthe software assesswhich destination the caller
istryingto reach, plot themost optimal path, intimatethe called party, informthe caller
about hiscall statusand then if the called party acceptsthe call, establishthe circuit.
The call ismonitored during its progress and the circuit is disconnected oncethecall is
terminated. Computerized exchangesimprove and enhance call-processing capacity,
thereby lowering the cost of operations. They also opened up awide array of I T-
enabled servicesfor subscribersthat have made modern telephony anindispensable
service.

Bharat Sanchar Nigam Limited (BSNL), oneof themain providersof telephone
servicesextensvely useaproduct cdled Infote for managing their teephone exchanges.
Thisproduct provides:

1. Provision of Facilities: Activation, deactivation and modification of
subscriber facilities, suchasI SD, STD, call waiting, cal transfer, computer-
generated bills, etc.
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2. Fault Booking and Restoration Service: Maintenance of adatabase of
complaint calseither through an VRS (interactive voice response system)
or acustomer servicecel. Thesystem automatically createsthe complaint
docket and generatesarange of statistical and exception reports.

3. LineDataMaintenance: Thesystem providesonline dataon cable codes,
cable pair numbers, cabinet number, pillar numbers, etc. for all subscriber
connectionsto facilitate and expedite linerepair and maintenance.

4. Directory Enquiry: The computerized subscriber database also allows
extensive online or voice-based directory enquiry based upon subscriber
name, location, telephone number etc.

M obile Phones

Statigtically, major portions of the population of any developing country still do not
possess atelephone. Making asimple call to anybody requireslocating the nearest
telephonebooth, waiting for ones' turnin the queueand then paying for ashort chat on
(most often) adisturbed line.

Inthe developing countries, the penetration of landline phones hasbeen low
largely dueto the hasdes of laying cablesacrosslong distances. Especially inthe case
of remote areas, the cost of connecting afew phonesto the mainland mass becomes
digproportionatdy high. Maintaining these telephone cablesacrossinhospitableterrain
also posesamgjor challenge to network expansion planners and engineers.

Due to the advances made inthe telecommunicationsindustry inthelast two
decades, mobile phones provide an excellent cost-effective and efficient ternativeto
theland phonesfor developing countrieslike India.

A cdllular phone (as mobile phones are also known) is primarily aradio—a
very sophisticated variant of aradio telephone. The geniusof acdlular sysemisthe
divison of thecity into small cells (hexagonson abig hexagonal grid). Each cell hasa
base station that consstsof atower and asmdl building containing the radio equipment.
Wirelesscommunicationis possblewithinand acrossthe cdlls, dlowing auser complete
mobility and making communication much easier and lesstime-consuming. Through
switching devicesin landlinetelephone exchanges, mobile phone users can also access
theglobal landline network, effectively bringing everyonewithin speaking distance.

The mobilephoneindustry owesitsgrowth to information technology whichis
infact central and pivotal in any mobile system. Thefollowing technologiesare often
associated with mobile phones.

1. PCS: Personal Communications Service (PCS) isawireless phone service
somewhat similar to acellular telephone service but emphasizing on persona
service and extended mobility. It issometimesreferred to asdigital cellular
(although cellular syssems can also bedigitd). Like cdlular, PCSisfor mobile
usersand requiresanumber of antennasto blanket an areaof coverage. Asa
user movesaround, theuser’s phonesignal is picked up by the nearest antenna
and thenforwarded to abase sation that connectsto the wired network.

2. TDMA: TimeDivisonMultipleAccess(TDNA) isatechnology usedin digital
cellular telephone communication that divides each cellular channdl into three
timedotsinorder to increase theamount of datathat can be carried.



3. CDMA: It employsAnaog-To-Digital converson (ADC) incombinationwith
gpread spectrum technology. Audio input isfirst digitized into binary elements.
Thefrequency of the transmitted signal is then madeto vary according to a
defined pattern (code), so that it canbeintercepted only by areceiver whose
frequency responseis programmed with the same code, and so it followsthe
tranamitter frequency exactly. Therearetrillionsof possible frequency-sequencing
codes. Thisenhances privacy and makescloning difficult.

4. GSM: Globa Systemfor Mobile (GSM) communication isadigital mobile
telephone system that iswidely used in Europe and other partsof theworld.
GSM usesavariation of (TDMA) and isthe most widely used of the three
digital wireless telephone technologies (TDMA, GSM and CDMA). GSM
digitizes and compresses data, then sendsit down a channel with two other
streams of user data, each initsowntimedot. GSM isin fact, the de facto
wirelesstelephone standard in Europe.

Today, mobile phonesare proliferating ashandsets are getting cheaper and call
rates are declining, bringing them within the reach of the common man. They provide
an array of functions (some very simple and othersvery sophisticated). Some of the
popular functionswhicharebased upon IT areasfollows:

e SM S(Short Messaging Service): Small text messages can be exchanged
between people who do not believe in long verbal conversations over
communication channels. Infact, today SM S has gained popularity asa
mediumfor exchanging messages.

e AddressBook: Itisastoreof contact information maintained onthemobile
handset or the central server. It does away with the usual problem of
maintaining an usud addressbook and dlowsthe phone user to dia numbers
without having to bother about carrying abulky file-o-fax or telephone diary
dong.

e Schedulesor To-DoLisgts You cangorealist of important tasksthat you
wishto accomplish. Most mobile phone software also provide optionsfor
appointments and reminders associated with these tasks.

e Send or Receive E-M ail: Thanksto WAPtechnology, it isnow possible
to accessyour e-mails by using your mobile phone. Popular portalslike
Yahoo and Rediff offer afacility whereby the usersget automatic dertson
their mobile phonesas soon asany new mail arrives. You can aso useyour
mobile phonefor chatting by using your MSN or I CQ account.

e Get Information Updates: All mobileservice providersnow provide add-
on facilities for their subscribers to receive regular updates on news,
entertainment, stock market prices. Thisisdoneby integrating Web-based
databases with themobile users' database. Service providersalso usethis
ability to advertise for new products, services and schemes.

As you can appreciate, all the above facilities are based upon the usage of
electronic databasesand intelligent software available on the mobile phone. Dueto the
global trend of convergencethe dividing line between information technology and
telecommunications technology is getting increasingly blurred. Today's computers
combine phone, fax, televison, VCD/DV D drives, stereo—all inone seamlessbundle.
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Hotel M anagement

Thehotel indugtry isanintegral part of thetourismindustry, whichisavita source of
revenue and foreign exchangefor acountry’seconomy. A vibrant hotel industry means
greater employment generation. However, sincethisindustry relieson aneasy and
quick availability of information, theroleof IT initsdevelopment and growth cannot
be over-gressed. Infact, I T hasrevolutionized the hotel and tourismindustry. Dueto
I'T, you can haveadl the information about the tourist spots, hotdl infrastructure, room
availability, tariff details, online booking, etc. at theclick of abutton. I T playsacritical
roleinimproving the hotel’s performance because of itspotential of creating customer
relationshipsand theflow of information between the people and customers.

Thereare numerousinstancesof useof I T inhote industry. Some of theseare
asfollows:

¢ Today'shotd management software meansthat the moment aguest expresses
any interest instaying at the hotdl, till thetime he checksout, all transactions
with him(room charges, food and laundry bills, business centre, heath centre,
hiring cars, etc.) arerecorded dectronicaly, making information available at
theclick of abutton.

e Manyleading hotelsoffer onlinebooking facility for touristsand guests. This
makesit very easy for the tourist as he has beforehand knowledge of room
availability and charges. There are several Websitestotally devoted to this.
A tourist, for example, can specify the city and his budget. Based onthis
information, thesearch facility throwsup acompletelist of hotels available.
Moreover, thetourist can even specify his preferred location. Once the
hotel isidentified, booking can be made online by using an internationally
valid credit card.

¢ Nowadays, most of the hotels have computerized their records. Asaresult,
it isvery easy to know the details of roomavailabile at aparticular time. The
informeation about the occupant isaso availableinstantly. Thiscomputerized
systemtypically integratesall hotel M IS functionsinto one system. Inter-
continental hotelsand rsesortsuse aglobal srategic marketing database. Al
theseareexamplesof useof I T in hote industry, which have mede significantly
transformed operationsand profitability.

¢ Hotd information sysemshelp usersto accessguest database information
and use the information to create attractive one-to-one reservation
confirmations, e-mail marketing and salesmessages, cusomreportsand e-
mail comment cardsto reinforce guest relationships.

¢ |nformation technology isbeingincreasngly used by Internationa hotel chains
to formulate and dligntheir corporate Srategies.

Web Publishing

Traditionally, ‘ publishing’ hasmeant degling with printers, paper, distribution, expensve
infrastructure and static content. The drawbacksof traditional publishing arethet they
require ahuge amount of investment, the productivity islow asalot of manual and
machinery work isinvolved, the content published cannot be changed easily and the
scope of marketing the product is very limited. All these drawbacks have been
overcome by the development of Web publishing.



Web publishing isan umbrellatermfor putting content on theWorld Wide Web
and includesall support arrangementsrequired for it. It includescustomWeb designs
for Web development, Website hosting and e-commerce. Originally, Web publishing
smply meant putting selected content on paper into HTML over aWebsite for public
access. Thisisaso known asipaper. Thismethod of publishing isnot widdly used
anymore as professiona web publishersnow use modern software, such as content
management systemsfor rearranging the structure of aWebsite and making its content
dynamically modifiable.

The most important tool of information technology used in the process of Web
publishing isthe World Wide Web. This makes content available twenty-four hoursa
day, sevendaysaweek, to anybody in the world who is connected to the I nternet.
The only requirement for publishing and viewing the content onlineisacomputer or a
handheld device which has an Internet connection and aWeb browser. The scope of
Web publishing intermsof penetrationisvery highwith an estimated 1.5 hillion I nternet
usersworldwide, as of 2007. Therelative low cost of buying a domain name and
hosting a Website is another major driver behind the large amount of online data
available over Websites.

Financial Accounting

Financial accounting was one of thefirst business functionsfor which software
applicationswere developed. Theimportance of financial accounting and management
for any business cannot be overemphasized, but the scde of transactions, the repetitive
and structured nature of the dataand the sheer volumesinvolved inthe case of large
corporates makes anidea case for computerization. Computerizing accounts aso
takes the drudgery out of bookkeeping, which means that accountants can now
concentrate more onanalyzing information rather than on devoting countlesshours
merely infilling out vouchers and updating registersand ledgers.

Typically, thisishow acomputerized accounting systemworks—the accounting
clerk makesthe voucher directly onthe computer by using afinancial accounting
software package. Thevoucher on the screenlooksvery similar to aregular paper
voucher andisinfact muchsmpler to fill becausethingslike current date and voucher
number are generated automeatically. The appropriate account namesthat haveto be
debited or credited need not be typed but simply selected by the click of amouse
fromalist of al ledger accounts. Appropriate checksand vaidationsareaso built into
the accounting software which reducesthe chances of errors. Unless, for example, the
totd of dl debit accountsequalsto thetotal of al credit accounts, thesoftwarewill not
alow the voucher to be saved.

Oncethebasic datahas been entered into the computer voucher, the accountant
can print out as many copiesasrequired. Unlike amanual accounting systemwhere
thevoucher, once prepared, hasto be entered into thedaybook and then posted inthe
relevant ledger account, the computer software doesthisautomatically. Infact, the
moment thevoucher isentered and saved it isnot only automaticaly postedto al the
relevant daybooksand ledger but also up-to-datetria balance, profit and lossaccount
and balance sheet can be generated instantly showing the downstreameffectson each
oneof them. Since, thereisno time lag between voucher preparation and posting, the
accounting softwareaways shows up-to-date statement and final account.

Multimedia Environments

NOTES

| paper: Putting selected
content on paper into
HTML over a Website for
public access

Self-Instructional Material 207



Multimedia Environments

NOTES

208 Self-Instructional Material

Depending uponthe size of the organization and the complexity of itsoperation,
different software packagesarereadily availableinthe market. At the bottomend are
popular and inexpensive software such as Taly and EX which arequite sufficient for
most small and medium scale-organizations. Tally providesan excellent user-friendly
interface through which all the accounting transactions can be entered or modified
easly andthe user can seethe effectsof eachtransactioninall financia satements.

At thetop end of themarket is ERP (Enterprise Resource Planning) software
like Oracle Financias, Baan, SAP, etc. which catersto thefinancial accounting and
management needsof huge multi-location, multi-currency, multi-operationsorganizations
like Nestlé, Pepsi, CocaCola, Procter & Gamble, etc. Such asoftwareiscalled ERP
software, Snceit providescompletely integrated solutionsfor al functionsof abusiness
likefinancia accounting, inventory, payroll, production planning and control, etc. Despite
the fact that ERP solutionstypically cost millions of rupeesand arerelatively much
more complex to implement, they provide an excellent platform for ensuring that the
company’ssystemand procedure are uniformly followed acrossmultiple locations (or
even countries). Such systems also makeit very easy to consolidate huge amounts of
information from different profit centresand locations. Thus, effective, near real-time
management information can be generated to assist apex level decison making.

Weather Forecasting

Predicting the condition or state of the atmosphere after aperiod of time and over a
certain region(s) isknown asweather forecasting. The professionalsinvolved inthe
study and prediction of weather arecaled meteorologists. Thestateof the atmosphere
isgoverned by variousfactors, suchastemperature, humidity, wind speed, etc.

A few decades ago, man depended ontheclose obsarvation of natura phenomenon
and changesinatmosphere such ascloud formation, sky colour, wind speed, temperature,
anima andinsect behaviour to meke weather predictions. Human sensesand knowledge
used to bethe main driving factor behind these early predictions, whichwerelimited to
short-termforecasting and had low accuracy levels

Withthedevelopment ininformation technology wegther forecasting hasbecome
asciencerather than an art. Weather forecasting requires processing and analysing of
huge amount of datavery quickly. Thismakesit anideal field for the application of
information technology. The volume of datato be processed and the complexity of
calculationsthat must be madein order to forecast weather with acertain degree of
accuracy can be gauged by the fact that thistask can only be performed by super-
computerswhichwork at phenomenally high speedsand can crunch huge amount of
datavery quickly.

The softwareand hardwaretools provided by I T help in making accurate westher
forecastsover longer timeintervas. Largeamounts of dataare collected by weather
balloons, satellites, sensorsand radar instrumentsand fed into computerswith huge
processing power and datastorage for quantitative analysisand weather modelling.
Accurate assessments of the condition of weather over aperiod of threeto six days
can be made by using hydrological forecastsand warnings of extreme events can be
issued over alead time of fiveto ten days.

Thereisgtill ahuge scope of development inthefield of weather forecasting and
information technology is driving it by developing better software for computer



moddling, building and designing westher monitoring sensorsfor datacollection, andlyss
and growing channels of weather forecasting services and making systemswith huge
computing power and storage space available.

Remote Sensing

Theretrievd of dataand informationregarding an object or phenomenawithout coming
into physical contact withit isknown asremotesenang. Thedevicesused for recording
such dataare known as sensors and depending upon the method of retrieva therecan
be ether recording or real-time sensors. Thetechnique of remote sensing determines
if it isactiveremote sensing or passiveremote sensing.

Inthe active remote sensing, artificial radiation is bombarded over aparticular
region of interest and thereflected raysare detected by the sensorsto collect dataand
relevant information. An example of activeremote sensing istheradar technology.

Passive remote sensing only detects natural radiations of an object or theone
reflected fromits surrounding area. The remote sensors do not emit radiation for
measuring vaues of the object. A remote camerasetup to observewildlife and natural
phenomenon isagood example of passive remote sensing.

Inearlier times, our forefathers used to find high ground or climb treetopsto
map the surrounding landscapesfor information. Later, intheyear 1858, baloonist G
Tournachontook photographsof Parisfromhishot air balloon. Then, withthe help of
I'T remotesensors, computer sysemsand software were developed to precisely monitor
and collect geographic or spatially-referenced data. The preceding traditional
drawbacks have been successfully overcomewiththehelp of I T.

Activ
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Fig. 5.12 Remote Sensing

Thevarious applicationsof I T inthefield of remote sensing are asfollows:

(i) Software: Embedded software are used to process data from remote
sensorsandturnit into relevant informeation. They also control thefunctions
of aremotesensor by judging the datareturned fromit. Image enhancement
and grouping gpplications, hdp in dearing the interferencefromraw images
(captured imagesfrom camerawith minimally-processed dataand huge
detail) and can be used to transform multipleimagesinto one high resolution
continuousimage.

Multimedia Environments

NOTES

Remote Sensing: The
retrieval of data and
information regarding an
object or phenomena
without coming into
physical contact with it

Self-Instructional Material 209



Multimedia Environments

NOTES

Planning: Describe the
formal procedure used in
such an endeavour, like
creation of documents,
diagrams or mestings to
discuss the important issues
to be addressed, the
objectives to be met and the
strategy to be followed

210 Self-Instructional Material

(i) Hardware: IT helpsin designing customized hardware componentsfor
the purposeof remote senang. The cgpahilities of asensor canbeoptimized
if they areredesigned for each application.

(iii) Telecommunication: Advancementsinthe communication betweenthe
sensor and the base station have helped in increasing theremote distance.
Global environmental mapping would not have been possible without
worldwide telecommunication. Figure 5.12 shows how remote sensing
operateswiththehelp of asatellite.

Planning

Panning inorganizations—public and private—concernsboththe organizationa process
of creating and maintaining aplan and the psychological processof thinking about the
activitiesrequiredto create adesired future on some scale. Assuch, it isafundamental
property of intelligent behaviour. The thought processisessentid to the creation and
refinement of aplan, or integration of it with other plans, thet is, it combinesforecasting
of developmentswiththe preparation of scenarios of how to react to them.

Theterm'* planning’, isaso used to describe the formal procedure used in
such anendeavour, like creation of documents, diagramsor meetingsto discussthe
important issues to be addressed, the objectivesto be met and the strategy to be
followed.

Planning isacrucial aspect of anindividua, organization and economy. It is
doneto attain growth, development and competitive advantagein afirm. Information
technology tools have been agrowing contributor to planning over anumber of years.

It isacommonly acknowledged fact that with theright knowledgeat theright
time afirm can become themarket leader of itsproductsand servicesand continueto
make profitsfor further growth. Therefore, planning helpsan organizationinfacing
and beating the competition. Second, the daily operations of an organization are
becoming increasingly dependent on telecommunication and distributed networking
Processes.

Information and Communications Technology (ICT) toolsgreatly assist the
planning process sincethey alow largeamount of historical datato be processed and
analyzed which form the major requirement for the future planning process. Also by
using sophisticated scenario analysistools, decison support sysemsallow the managers
to know therepercussionsof making long-termor policy decisonssuch asentering a
new market, or introducing a new product or increasing the prices of goods and
servicesbeing offered. These packages, by using acomhbination of complex agorithms,
mathematical calculations, Satistica analyss, etc. alow the managersto predict the
outcome of such policy changes and therefore enable them to plan better.

So, whether it acase of asmall grocery storedeciding what to order (fromits
suppliers) for thecoming week'ssales, or alarge multinational workingin many countries
trying to do theinventory forecasting for itsthousands of stores, I T toolscan be used
to automatethe basic number crunching (data collation and compilation) and make
better decisionsregarding thefuture.



Applicationsin Medical science

Medical science is a branch of science that treats injuries and prevents and cures
diseases by prescribing medicines or boosting the immune system of patients. I T has
completely transformed the way modern medical systems work—from storing
information about apatient’shistory to developing new ways of diagnosing patients
and educating studentsin medicine (see Figure5.13). IT hasbecomesuchanintegral
part of themodern medical systemthat nowadaysit isinconceivableto think how this
industry worked without the aid of ICT.

Fig. 5.13 IT Applications in Various Spheres of Medicine

Developmentsinmedicinedueto I T have offered significant benefitsto patients
and hedlthcare systems. Research in hi-tech medicine, such as genetic research, DNA
modification, hospital infrastructure, rapid ambulance services, etc., havebeen facilitated
by IT. Medica scientists can now usecomputersto check the effectivenessof adrug
against adisease by modelling their genetic structure on computer- based software
and using high-speed processorsto simulate the process.

The storage and rapid access to electronic medical records and its instant
transmission over the Internet in large amounts is called teleconsulting where
practitioners share patients dataacrossthe world to diagnose patients cooperatively
without experiencing their medica higtory. Videoconferencing between surgeonsalows
the sharing of expertise so that complicated procedures can be carried out by sharing
knowledgeinred time. Thisallowsdoctorsto develop expertise without the need for
supervising surgeonsto travel. Operations can be performed in areasin which they
would not ordinarily be accessble, potentially saving or improving many lives, withthe
helpof IT.

Medical images are sometimes so complicated that they cannot be effectively
analysed without using computers. They can not only improve theimage quality, but
also adapt imagesto fit in accordance to the doctor’swish.

Entertainment

No matter what your businessis, I T can transform how you do businessand bring
many possibilitiesto life, I T has brought many changesin the entertainment field like
video games, pecial effect movies, etc.
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1. Video Games. Gameshave been one of the most popular uses of computers.

Infact, organizationslikeAttari, Nintendo and Sony who were developers of
video games have been instrumental in the improvementsin the multimedia
capabilities of desktop computers. Till about a decade ago, when persona
computers had severelimitationsof disk storage, processng speed and memory
size, only very smple uni-dimensiona video gameswerepossible. But withthe
development of much faster Pentium series of CPUswithin-built multimedia
capabilities coupled withimprovement in digital sStorageand acoustics, today’s
gamesarelimited only by their crestors imaginationand not by any technologica
hindrances. Today's games like Doom, Pokemon, PlayStation, Galaxian,
Defender, etc. usevery sophigticated graphicsand sound techniquesto create
three-dimensiond games.

Someof theinteresting developmentsin thisareaare asfollows:
Virtud redity

Improvementsinthe specidized input deviceslikejoysticks
Specia game cards and enhanced graphic capability of CPU
Web games (Casinos)

. Special Effectsin Movies: Specid effectsin movieshave come along way

sncetheearly twentieth century. During the early yearsof movie-making, specid
effects were limited to time-lapse cinematography where hand-controlled
dummieswere brought to life by stop motion filming which meant manually
moving theanimated mode afraction of aninch and taking a snapshot.

The early animation movies (popularly called cartoon films) involved ateam of
artisssand painterswho would painstakingly draw and paint each sketch frame
by frame. Thephotography teamwould then click shots of these sketchesa the
rate of twenty four frames every second and then edit theminto astory.

Someof theinteresting techniquesused for creating special effectsareasfollows
(i) Digital Vomposting: Typicdly donethrough aprocesscaled ‘ Bluescreen’
where the actors perform the scene in a studio in front of alarge blue
screen. A separate team of computer designersand artistscreateavirtual
background (by mixing multiple photographs and computer-generated
images). Later, the actors footage is superimposed on the top of the
background to create aseamless‘ composte picture.’

(i) TimeSlicing: Inthistechniqueaseriesof camerasare placed around the
object of concern. All these cameras shoot picturesat precisely the same
time. When these picturesare played together it appearsasif thereisone
cameramoving around the object. Coupled with other special tricks (such
asslow motion photography asused inthe Matrix series) thiscreatesan
ethered effect.

(iii) Computer-Generated Imaging (CGI): CGI techniguesare used for
creating scenes which are either not possiblein red life or would betoo
expensive or dangerousto film.

Noneof the above devd opmentswould have been possiblewithout the fantastic
developmentsin|IT.



Withthearrival of the CD-ROM and the I nternet, the entertainment industry Multimedia Environments
made ahuge leap into anew erawith awinning card—-multimedia. Armed with

animated images, sounds, full-motionvideo and interactive capability, multimedia

became adominant factor intoday’sinformetion age. Thefast but Seady growth

of electronic technology allowed multimediato gain popularity within ashort NOTES

gpan of time. Some applications of multimediain the entertainment field are as
follows

o Gamesarethefirg thingthat cometo mind whenwetak about multimedia
Multimedia capabilities are used to develop interactive games with
sophigticated animetions, 3D and sound effects. These gamescan be played
onthecomputer, mobiledevicesor onthe Internet. Liveinternet pay-for-
play gaming with multiple playershas attained significant popularity.

¢ Moviesand cartoons unleashing full effects of multimedia, whichwere
only available on VHS tapes, are now stored on CD-ROM (VCD) to
allow the usersto watch on their computer screen. Multi-layered digital
versatile disk with more sorage capacity and even higher processing speed,
ismaking itsway into themarket and dowly replacing the CD-ROM. It
canbe usedto view movies and play audio files. Multimediacan be used
invoicemail, chatting and video conferencing aswell. You can also do
redl timevideo conferencing withyour colleagues pread acrosstheglobe.

¢ Another common application of multimediaisthe advent of animated e-
greeting cardsfor different occasons.

¢ Wedding albumsand family histories can be created on the World Wide
Web using the power of multimedia.

e Multimediahasaso foundits applicationin hotels, pubs, shopping malls,
museums, cinemahalls, where stand-aone terminals or kiosks are made
available for guiding users. Printersareaso usualy attached so that users
canwak way with aprinted copy of the desired information.

3. Multimediain M arketing: Advertising has become very prevalent in our
daily surroundings, so for aproduct to stand apart, it isvery essential to present
it inadynamic, visually stimulating manner to grab theattention of consumers.
Thebusinessworld isdowly rejecting run of the mill traditional methods (like
placing adsinydlow pages, distributing pamphlets, etc.) and adopting solutions
fromthe electronic era. Only companieswith anerveto radically changetheir
marketing strategiesfor the new millenniumwill survive and be ableto cater to
the ever-changing customer’s mindset. Applications of multimedia in the
marketing fiddinclude:

(i) Presentations: For launching the products of acompany. Reaching the
target audience with necessary technical servicesor productsrequires
clear communication, stating the benefits and features, outlining its
applicationsand any other product related details, al presentedinawell-
designed and interactive manner so that the users familiarise faster.
Multimedia presentations are an excellent way to motivate, inform, and
captivate awide range of audiencesviaPC's, laptops, plasmascreens, or
kiosksdelivered viaCD-ROM or theinternet.
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(i) Multimedia: To createinteractive product catalogues, training tutorias,
buyer guides, and information directories with adequate search and
navigation facilitiesto guidethe user to easlly trace thedesred information.
A buyer guidecanlist the nearby deders, acomparison of thetop brands,
mapsof the city and other helpful guest services.

() E-mail advertisngor placingbanner adson thelnternet: Anextremely
cost effectivemethod of launching aproduct, promoting an event or selling
services. Effective use of multimediain advertising can make potential
clientsst up and make notice.

(iv) Interactiveapplications: A great way to build brand loyalty and drive
inquiriesor saes. Salesmay beincreased by alowing usersto view product
optionsreal-time. Brand loyalty can be built by giving usersa custom
application that entertains, informsor assststhem.

(v) Motion, graphical elements, animation, audio and video: Can be
used to moreeffectively deliver sales, ingtructiond or marketing messages
to differentiateyour firmfrom competitors.

M anufacturing

For any manufacturing firm, managing inventory iscrucid. High inventory resultsin
money being locked up unnecessarily, thereby reducing liquidity and indirectly profitability
(if you offer immediate payment, most supplierswould be willing to offer you better
rates). Onthe other hand, lower inventory of finished goodsmay lead to lossin sales
or lower inventory of raw material may lead to disruption in production line. Optimum
stock levelsoptimizes operationa efficiency.

Most large manufacturing unitstypically need hundreds (if not thousands) of
raw materid componentsand produce many products. Managing optimal inventory of
such large number of itemsisadifficult task. It is here that information technology
again playsavery useful role. Inventory management software providesfacility for
specifying (and determining) the maximum, minimumand reorder levelsfor eechitem,
so that appropriatelevelsof inventory can be maintained keeping inmind lead times
and Just-In-Time (J T) systems (if any) for component suppliers.

Bagcally, thisishow atypical computerized inventory sysemworks-alist of al
theinventory itemsis prepared along with the maximum, minimum, reorder and current
levels (quantity in hand as on a fixed date) for each item. Thislist isfed into the
inventory software. Theresfter, all incomings (materials purchased or produced) and
outgoings (salesor issuesto productionfloor) are recorded through the inventory
package. Since, the computer knowsall theinsand outsfor eachitem, it cantrack the
exact quantity in hand for each. The package also generates reportsfor al thefresh
stocksthat need to be procured (based upon the levels specified). A variety of other
useful MISreportslike aging andyss, goods movement analysis, dow and fast-moving
stock report, vauation report, etc. canaso be generated which assiststhe storekeeper
and the accountants.

Some of the more sophisticated inventory packages (or inventory modules of
ERP packageslike Oradefinancials, Baan, SAPetc.) automatically generate purchase
orders (assoonasminimumleve of any itemisreached), provide automatic posting of



accounting entries (assoon asany purchaseor saleiscarried out) and generateanalytica
reportswhich show the previous and future trendsin inventory consumption.

Someinteresting innovationsin usage of I T for better inventory management
areasfollows

1. Useof Barcoding System: Bar coding is atechnique which allowsthe
datato be encoded intheform of aseries of paralel and adjacent barsand
spaceswhichrepresentsastring of characters. A bar code printer encodes
any datainto these spaces and bars and then it is used to decode the bar
codes by scanning alight source acrossit and measuring theintengty of light
reflected back by the white spaces. Bar coding providesan excellent and
fast method for identifying items, their batch numbers, expiry detes, etc.
without having to manually type or read the data(see Figure 5.14).

| S W N |
Fig. 5.14 Bar Code

Start 1 3 Check Stop

2. Useof Hand Held Terminals(HHTs): HHTsaresimpledevicesthat are
used to communicatewith any type of microprocessor-based device. The
standard input deviceisthe keyboard (typically more akinto the calculator,
rather thanthe computer keyboard) and asmall LCD display for the outpui.
HHTsare compact, smple and rugged devices designed for the outdoor
applications like collecting information about inventory from large
warehouses, recording movement of goodsinand out, etc.

3. Internet and Intranets. Many organizations(specially thosefollowing ‘just-
in-time’ techniques) now have a system whereby the moment they receive
an order or arequest for anitem (whichisnot in stock or whose stock is
low), the inventory package automatically generatesapurchase or supply
order electronically and mailsit to the preferred supplier—all this happens
without any humanintervention!

Quiet Zone
Quiet Zone

|

Business

Like banking, theinsurance sector also dealscontend with alot of routine paperwork
insurance policies, claimsfiled, survey or investigation reports, payment receipts, etc.
IT providesaperfect opportunity to reduce costsand processing times.

According to the I nsurance Journal, ‘ eighty-eight per cent of theinsurersthink
that I'T will become moreimportant indriving efficienciesand cogt-reductionsin future.
According to anew research released by Rebus S-aninsurancetechnology solutions
provider afurther fifty-five per cent of respondentsargued that I T iscurrently playing
an‘important’ roleindriving efficienciesand cogt-reductions, with 43 per cent contesting
that I T is*essential’ to busness efficiency.’

Typically, insurance companiesuse computerized databasesto keep track of all
theinsurance policies, generating premium due statements, premiumreceived receipts,
lodging dlamsfor insurance recovery, etc. Basicaly, dl kind of transactionsarerecorded
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and processed through computerized systems. This not only enables insurance
companiesto providequicker and more efficient serviceto their clients, it dso allows
themto minimize their risksand maximizether profits by enabling complex financid,
economic and demographic analyses of their customers. By using sophisticated
computer programs, aninsurance company can determinewhich customer segments
aregrowing thefastest, which aremost profitable and which areriskier than others.

Although alot of processes havebeen automated, things likeinsurance claims
aredill filed on paper formsfirst. Thevolumesinvolved arequiteintimidating prompting
someinsurance companiesin the US and Europeto outsource theentire dataentry
processto specidized offshorefirms—many of such firmsarein India

Thisishow thetypical processworks—an insurance agent or theinsured party
fillsup apaper form somewhereinthe US. Theseformsare collected from multiple
locations at one location such as the insurance company’s head office. A team of
professionalsfromthe data entry agency (working in the insurance company’s head
office) scanstheseformsthrough high-gpeed scanners, generatesimagefilesfor all the
formsand then at the end of the day, using the Internet, transmitsall theseimagesto
their dataprocessing facility. Dueto timedifference, by thetimethistransmissonis
doneat the end of theday inthe US, it ismorning inIndia. A team of trained dataentry
operators, usng specidized software, viewstheseforms (asimages) on oneportion of
their screen and then types the same data in a database. Once the data has been
properly verified and validated, the database isthen uploaded on the network withina
few hours. Thismeansthat theimagesthat were sent fromthe USthe previous night
could beavailablein the USthe next morning inthe form of acomputerized database.
Of course, other than the effectiveuse of I T, thetime difference betweenthe US and
India has helped tremendoudy to makethis‘zero timelag’ systemagreat success.
This system of outsourcing one of the business functionsiscalled ‘BPO’ (business
process outsourcing).

Another more sophisticated alternative to thisis OCR—Optical Character
Recognition—where the images are run through OCR software that automatically
convertstheseinto text. OCR isonly feasblewherethetext quality isvery (typicaly
typed or computer printed matter) high. Since, OCR operations still produce only
90-95 per cent accuratetext, humaninterventionis<ill required to correct the mistakes
made by OCR systems. Inthe course of time, however, technological advancements
can bring 100 per cent reliability and further change the face of remote-processing
arrangements.

Education

Teaching hastraditionally been associated with classsoomingructionsonablackboard
withtheingructor (teacher) dependent dmog entirely on his’her oratory and presentetion
skillsfor holding the attention of the class. From a student’s perspective, he had to
keep pacewiththeingructor’s pace, whichmeant thet the dower (though not necessarily
lessintelligent) student was at anatural disadvantage. Similarly some studentswere
moreinterested inamorein-depth study thanthe others. Since, accessto information
was neither easy nor inexpensive, these variableshad awaysposed amgjor barrier to
learning.



Ever since the advent of information technology, the scenario has changed
dramatically. Today, theinstructor has arepertoire of information technologies. To
makethelecturenot only moreinteresting but also moreinformetive, thereare advanced
electronic teaching tools available. Thesevary fromsmpledide presentationsto full-
blown multimedia presentationswhich have video clippings, sound effects, animation
and graphics to explain even the most abstruse subjectsin a smple and easy-to-
understand manner. As an example, a medical student doesnot have to pore over
boring textbooksto understand, human anatomy. Simple computer packageslike* Body
Works areavailablewhich explain the same by using photographs, imagesand graphics
that make in-depth learning fun rather than abore. Moreover, learning isnot only
faster but isretained longer when test is supported by visuasand sound clips Multimedia
has transformed both classroom aswell as online (distance) and packaged (CDs,
VCDs, DVDs, etc.) education, intermsof both content aswell asinteractivity.

Someof theinteresting developmentsin I T for the education sector can be seen
in thefollowing:

1. Computer-Basad Training (CBT): In most of the progressive ingtitutes
today, classroom sessions are complemented by CBTs. CBT typically
comprise of user-friendly software in which the course syllabi isbroken up
into aseriesof interactive sessons. These sessionsinvolveimpartingadice
of knowledge to the student and then quizzing him to reinforce his
understanding. Students havethe option of going through these sessionsat
atime most convenient to themand apace best suited to them. CBTsalso
provide an excellent medium for the student to learn by exploration and
discovery rather than by rote. However, education software is often
positioned as* enriching’ thelearning processand not asapotential subgtitute
for traditional teacher-based methods.

2. Internet: Thankstothelnternet, any and every typeof informetionisavailable
at theclick of amouse. Studentsno longer need to trudgelong distancesto
vist alibrary and spend valuabletime plodding through library cataloguesto
find theright information. By using a search engine, one can easily access
thedesired information. Also, knowledgeisno longer restricted withinthe
academic fraternity alone. Thanksto our networked world (intranet/internet)
information dissemination isfaster and widespread.

3. DiganceL earning: Informationtechnology hasalso madedistancelearning
aredlity. You need not be physically present in aBusiness School to do a
management coursefromthere. By innovative use of informeation technology,
educational institutes havereached out to studentswho would otherwise
never havebeen ableto enroll withthem.

4. Computerization of Adminigrative Tasks. Most academicingtitutesuse
computerized sysemsfor student enrollment, feemanagement, examination,
administration, etc. Enrollment forms, for instance, arenow available on
ingtitutional websites, and examination resultsare usualy available on the
I nternet. Some schoolshave aso sarted collecting feesthrough the Internet
by using credit cards.
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Check Your Progress

11. FAll in the blanks with
appropriate words.

a A isa
peripheral device used to
store and collect
information.

b. An is atype
of storage medium that
stores the content in
digital form which is
written and read by a
low intensity laser.

c. The reads data
from the reflective
surface of an optical disc
by measuring surface
changesin height and
depth.

d. is intended to
support continuous
media intensive
applications, such as
personal video recorders,
video JukeBoxes and
Video-on-Demand
(VoD).

12. State whether the following
statements are true or false.
a. The CD-ROM Mode 2

is used for compressed
audio/video information.

b. CD-R dlows data to be
erased and rewritten.

c. DVDsare of the same
dimensions as CDs, but
store more than 6 times
as much data.

d. HHTs are simple devices
that are used to
communicate with any
type of microprocessor-
based device.
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5.6 SUMMARY

Inthisunit, you have learnt that:
e Thecompact discisathin, round plagtic platter whichis 12 cmsin diameter and

approximately one mmthick, with aholeinthe center for aspindle.

e A polycarbonate layer of the CD that hasthe dataimpressed ontoit, is coated

withamirror likemetal film(aluminumor gold).

e Sideof the CD that reflectslight isavailablefor use, whilethe oppositesideisa

slk-screen with the disc’sidentifying label or logo printed oniit.
Onemgjor limitation of CD-ROM isthat they cannot be used to store data, but

only to read datathat was stored on them by the manufacturer. However, there
arerecordable CD’saso known asCompact Disc-Recordable (CD-R).

Another type of CD is CD-RW (Compact Disc-Rewritable) which not only
allows data to be written but also allows erasing, thereby making the CDs
reusable.

A disk driveisaperipheral device used to storeand collect information.

DVD isalso anoptical disc storagemediaformat. Its main usesare video and
datastorage. DVDsare of the same dimensions as compact discs (CDs), but
gore morethan six timesasmuch data

Anoptica driveisatype of ssorage mediumthat storesthe content in digital
formwhichiswritten and read by alow intensity laser. The laser reads data
fromthereflective surface of anoptica disc by measuring surface changesin
height and depth.

Recent advancesin compression, storage and communication technologieshave
resulted inthe creetion of applicationsthat involve storing and retrieving multiple
datatypes, such astext, audio, video, imagery, etc., collectively referred to as
multimedia. These gpplicationsrequire the development of file sysemsthat can
efficiently managethe storage and retrieval of multiple datatypesreferredto as
integrated multimediafile systems.

The Multimedia Fle System (MMFS) was specifically designed to provide a
high performance network interface for oring and retrieving multimediadata.

The MMFS or MultimediaFile System maintainsassociation between related
filesand also helpsin storing multimediadatatypes, such asMIDI files, till
images and video animation frameswithauniversal slandard.

¢ MMFSisintended to support continuous mediaintensive gpplications, suchas

personal video recorders, video JukeBoxesand Video-on-Demand (VoD).

e In the twenty-first century, IT provides many services like airlines, hotel

management, Web publishing etc. Some of these services are explained.

¢ \Web publishing isan umbredlatermfor putting content onthe World Wide Web

and includesall support arrangementsrequired for it.



¢ Thererieva of dataand information regarding an object or phenomenawithout

coming into physical contact withit isknown asremote sensing.

¢ Bar coding isatechnigue which allowsthe datato be encoded intheformof a

series of parallel and adjacent bars and spaces which represents a string of
characters.

e Typicaly, insurance companiesuse computerized databasesto keep track of dl

theinsurance policies, generating premium due statements, premiumreceived
receipts, lodging claimsfor insurance recovery, etc.

¢ Advertiang hasbecomevery prevaent inour daily surroundings, sofor aproduct

to stand apart, it isvery essential to present it inadynamic, visualy stimulating
manner to grabthe attention of consumers.

5.7 ANSWERS TO ‘CHECK YOUR PROGRESS

1.

10.

1.
12.

CD isathin, round plastic platter whichis 12 cmsindiameter and gpproximetely
one mmthick, withaholein the center for aspindle.

. The CD recording method makes use of optical recording — using abeam of

light from aminiature semiconductor laser.

. CD-Rewritable (CD-RW) discsallow datato be erased and rewritten. So a

CD-RW can be used repeatedly.

. A disk driveisaperipheral device used to storeand collect informetion.
. Anoptica driveisatype of sorage mediumthat storesthe content in digital

formwhichiswritten and read by alow intensity laser.

. Someof theareasinairlineswherel T has been successful are asfollows;

(@ Onlineticket reservation.
(b) Fight and seet availability.
(c) Lagt minuteticket auction.

. Infotel isused by Bharat Sanchar Nigam Limited for managing their telephone

exchanges.

. A cellular phoneisprimarily aradio. It has a base station that consists of a

tower and asmall building containing the radio equipment.

. Web publishing refersto putting content onthe World WideWeb. It includes

custom Web designsfor Web development, Website hosting and e-commerce.
It isalso known asipaper.

Bar coding isatechnique which alowsthe datato be encoded intheformof a
series of parallel and adjacent bars and spaces which represents a string of
characters.

(a) Disk drive, (b) Optical drive, (c) Laser, (d) MMFS
(a) True, (b) Fase, (c) True, (d) True
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5.8 QUESTIONS AND EXERCISES

Short-Answer Questions

1.
. What istheuse of DVD-RW?

. When themaximum speed isachieved in DVD-ROM?

. How video conferencing isuseful in medical science?

. Who invented telephone service?

. How informationtechnology isused in hotel management?
. What arethe applications of multimediain marketing?

. Writethelimitationsof passive remote sensng.

N o Ok~ WO

What aredifferent types of CDs?

Long-Answer Questions

1.

N U WN

How isinformetion represented in multimediaapplications?Explain with suitable
illugtrations.

. Describethe recording process of CD-ROM?

Discussthevariousformatsof DVD andlist their features.

. What arethe uses of computer in medical science?
. Explainthe technologies, associated with mobile phones.

What isremote sensing application? Explain briefly.

. Discusstheuses of hand held terminals (HHTS).
. Describetheimportance of computer-based training (CBT).



UNIT 6 VIRTUAL REALITY
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6.0 Introduction
6.1 Unit Objectives
6.2 Intdligent Multimedia System
6.3 Desktop Virtual Reality
6.31 VR Technology and Tools
6.4 Virtual Reality OS
6.5 Distributed Virtual Environment System
6.6 Virtual Environment Displays and Orientation Tracking
6.7 Visually Coupled System Requirements
6.8 Intdligent Virtual Reality Software Systems
6.9 Summary
6.10 Answers to ‘Check Your Progress
6.11 Questions and Exercises

6.0 INTRODUCTION

Inthisunit, youwill learn about the basics of virtua reality. Virtual Redlity (VR) is
basically away of smulating or replicating an environment and giving the user asense
of being present there, taking control and personally interacting with the environment
with his’lher own body beganin military and universty laboratories morethan 30 years
ago. It may be called artificial redlity, cyberspace or synthetic reality.

You will learnabout Virtual Redity Operating System (VROS). Virtud reality
operating syssem consists of several software subsystems and requires extratimeto
reconfigure. It avoids hardwired configurations because a participant inthe virtual
world isfreeto engagein al the resources of the operating system. The Distributed
Virtud Environment (DVE) sysemisan|nternet based multi-user virtud redlity system
inwhich participantsare ableto navigate the 3-D virtual world and also ableto work
with various agpplicationsand other users.

Youwill asolearn about virtual environment displaysand orientation tracking.
Virtud environment displaysrefer to apossibility of gpplying virtua reality technology.
It highlightsasynthetic congtruction using Virtua Redlity M odeling Language (VRML)
and appropriate Smulationtechnique. Themaincharacteristic of thisenvironment isto
include remote environments for the computer-supported cooperative work,
entertainment and space exploration, scientific and architectura visudization. A Visudly
Coupled System (V CS) is defined asthe subsystem of the multimedia environment,
whichwasdeveloped by Birt and Task in 1973. Thethree componentsof VCSarea
head or helmet-mounted (head-directed) visua display, ameans of tracking head of
eye-painting director and asource of visual information.

Finally, you will learn about the intelligent Virtual Reality Software Systems
(VRSS). Itimplementsthe notionof anintdligent virtua environment, inwhich dternative
reality can be defined through asymbolic description of thevirtua world'sbehaviour.
Thissoftwarearchitectureisbased on anintegration layer, which consstsin an event-
based system, relating the visudization engineto the behavioura layer.
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6.1 UNIT OBJECTIVES

After going throughthisunit, you will be ableto:
¢ Discussthesgnificance of intelligent multimediasystem
| dentify desktop virtual redlity syssems
Explanwhat VROS s
Discussdistributed virtual environment system
Explain virtua environment displaysand orientation tracking
Definethebasics of intelligent virtual redlity software systems

6.2 INTELLIGENT MULTIMEDIA SYSTEM

I ntelligent multimedia system provide an advanced technology for listening music and
watching movies. Thissystemallowsusersto avail themicrophonefacility asan analog
input to Sng and speak. That iswhy, it isnot only amultimediasystem but an intelligent
multimediasystemimplementing variousfeaturesto help the usersto synthesize, modify
and create multimediarecords. Examplesinclude adjusting the volume of music and
voice. The voice can be echoed as it is generated in the theatre. Transferring the
andog sgndl into digital formet, theaudio dataismanipulated. Theaudio dataisrecorded
in real time by passing to the system unit. For this, RS232 COM port is used to
process the data smoothly. The kernel of the systemis controlled by ATMega32
microcontroller. Basically, voicesigna is aninput by the microphoneand music sgna
isproduced by music application, for example, MP3 player on PC. Both audio sgnals
passthrough apreamplifier boosting to itssignal strength. To transform analog signal
to digital data, an analog to digital converter chip (ADC0801) isused. Thisdatais
propagated to the microcontroller. The whole technique allowstransferring of the
music datato the sysemunit usng theintelligent multimediasystem. At lagt, thissignal
is passed to the speaker for generating awonderful melody. Javaand Visual C++in
Windows programming provide effective featuresto the voice sgnd viathe Graphical
User Interface (GUI). Theintelligent multimediasystemallows usersto effectively use
themicrophone by speaking and Snging. It istheintelligent multimediasyseminwhich
variousfeaturesare alowed to be modified by users. Userscan synthesize, modify
and create the multimediarecord. Users can adjust the volume of music and voice.
The sound is echoed with the help of intelligent multimediaand hasthe sameeffect as
that of atheatre. For example, themusic application, MP3 playersisrunsothat digital
to analog conversion is possible and vice-versa. For this, Windows XPis used to
accessthe GUI featuresthat can be controlled by the system by clicking the mouse.
Themouse click isturned into acommand to the microcontroller through the COM

port. A Digital-To-Anaog Chip (DAC0808) isused to transformthedigital output to
the analog output making the sound effect more dulcet. Anintegrated media editor
contain specialized editing functions for eachtype of information, and allowsthe user
to easlly edit messages. Thesysemalowsusersto create, store, retrieve, send, receive,

sort, reply to, forward and delete messages. I n case theuser sendsamessageto other
userswhose sysemdoesnot have multimediacapability, they canaso runthe multimedia
sysem.



Intelligent multimedia systems congsts of multimedia database, multimedia
message, hypermedia and variousvirtuad reality sysems. It examinesthe potential
survey of supporting hardware, such as Digita Video Interface (DV1) technology,
Compact Disk Interactive (CD-1), Compact Disk Read-Only Memory Extended
Architecture (CD-ROM XA), etc. to build multimedia computer systems. The
multimedia presentation becomes intelligent by employing, powerful computer
workstations equipped by high-resolution environment displaysand high capacity
magnetic and optical storage units. It providesfunctionadity of hypertext by adding
additional components, for example, two and three dimensional structured graphics,
Spreadsheets, paint graphics, sound, video and animation. Multimedia system becomes
moreintelligent if it is activated by nodelinks, such as highlighted words, locationsor
graphic images (landmark view is symbolized by oil symbol * @ "), other types of
markers, etc. Thisiscalled smart navigation. The graphic browsers present major
nodes that alow visitors to move the nodes. It generates linear files to maintain
multimedia database systems. The characteristics of intelligent multimediasystemare
asfollows:

e |t utilizesobject oriented architecture.

e Itshypermediafashionislinked to external objects, visual pagesand audio
annotations.

¢ |t providestimedriven multimedia objects, such asvideo sequence, shaded
iconsand full motion video information.

e |t requiresbroadband optical fiber network having speedsof 2to 5 gigabits
per second.

e |t meetstheuser’sneed by built-in programming languages known as Slate
Extension Language (SEL).

e |t providesred-time conferencing, whichisgeneraly not afeature of regular
multimedia system to transform the computing environment. It includes
movement, tactile and orientation tracking systemto enter avirtual redlity.

e Itisequippedwith specid earphones, glovesand body suit. If auser entersa
color optionsthe 3-dimensional virtua environment displaysasacartoon.

e |t providesadvanced virtual environment for multiple users. For example,
NASA developed visuaization for planetary exploration project that is
visudized by virtual redity system allowing usersto explorethe planetsof our
solar system.

e |t providesspecidizedintelligent sysemknown as‘intelligent agents . These
monitor multimedia databasesto capture therelevant information, guiding the
user in analysing retrieved information using textual, statistical and other
anayticd tools. It helpsthe user to create new intellectua worksfromorigina
and retrieved information.

e |t prefiguresintelligent agent system to emulate voice-recognition system.
Examplesinclude, reminders, scheduling meetings, taking phone messages
and checking plane reservation. A quintessential is an object lens system
developed at the M assachusetts I ngtitute of Technology which permitsusers
to construct agents performing a variety of user-defined actions, such as
combining e-mails, hypertexts, sorting and filing the incoming mails. It also
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Virtual Reality dlowsusersto generate new information requiring morecapaciousand powerful
computer hardwareand asecurity systemto individual end-user accounts,

Table 6.1 showsthetoolsused ininteligent multimediasystem.

NOTES Table 6.1 Tools used in Intelligent Multimedia System
Tools Functions
LS This speaker accepts 80Hz-20KHz input sensitivity.

, This CD/CD-R/CD-RW can be implemented in PC.

This audio CD Player PCD-901 plays CD-R/CD/DC-
RW.

This headphones driver keeps input power 50MW
frequency response. This 20Hz - 20KHz sensitivity
98dB/MW at 1 KHz.

Video VCD player is used to play the audio/video
files.

The wireless speaker has peak power maintaining
system frequency response as 35Hz-20kHz degree of
distortion.

This multimedia speaker W-400D has 4.1 channel
audio output super-woofer output with low noise
Power audio as 560W (PMPO).

In the USB portable panel speaker, no power needed.
Itssize is 150mm (W) x 120mm (H) Weight: 170.

This PC cam CMOS sensor Image resolution uses
352 x 288 File format and its AVI Image catch speed
is 15fps for processing the video files.
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6.3 DESKTOP VIRTUAL REALITY

Virtual Reality (VR) refersto atechnology that began in military and university
laboratories morethan 30 yearsago. It may be caled artificial redlity, cyberspace or
gynthetic redity. It isbasically away of smulating or replicating an environment and
giving the user asense of being present there, taking control and persondly interacting
with theenvironment with his’her ownbody. Infact, VR hasthe ability to makethe
artificia asredigtic and even moreredlistic, thanthered.

The essence of VR liesthein computer-generated 3D world introduces and
initiates. Itsinterface participantsin a3D synthesized environment generated by one
or morecomputers. It allowsthemto act inred time withinthisenvironment by using
oneor morecontrol devicesand involving one or more of their physical senses.

6.3.1 VR Technology and Tools

VR originated inthe second haf of the 1960s. It comprised the Head-Mounted Display
(HMD) asthefirg devicethet provided immersveexperienceswith computer-generated
imagery. An HMD contains two small stereoscopic screens positioned just afew
inchesin front of the eyes; amotion tracker continuously letsan image generating
computer adjust the sceneto theuser’scurrent view. Asthe user moveshishead, the
images shift withinthe wide-anglefield of visonto create anillusion of movement.

I mmersive technologies can now include 3D head-gear with stereoscopicvison
for look around and walk through, directional auditory input. They can aso include
voice recognition, datagloves, hand-held wands and other tactile or haptic toolsfor
manipulation and control of virtual objects (see Figure 6.1). Even body suitswired
with biosensors for advanced sensory input and feedback can be used. The data
gloveisakey interface device that uses position-tracking sensors and fiber-optic
strands running down each finger. Thisallowsthe user to ‘touch and fedl’ avirtual
object. The user can pick up an object and do thingswithit just as he/she would do
with areal object.

., ) Yo
Fig. 6.1 Head Gear and Data Gloves

The Binocular Omni-Orientation Monitor (BOOM) systemusesascreenand a
gereo opticd system housed inabox atached to amultilink arm. The user looksinto the
box through two holes, seesthevirtuad world, and controlsactionthrough sensorslinking
thearmsand thebox (see Figure6.2).

Virtual Reality
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basically a way of simulating
or replicating an
environment and giving the
user a sense of being
present there, taking control
and personally interacting
with the environment with
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Self-Instructional Material 225



Virtual Reality

NOTES

Virtual Reality Operating
System (VROS): It consists
of severa software
subsystems avoids
hardwired configurations
because a participant in the
virtual world is free to
engage in al the resources
of the operating system

226 Self-Instructional Material

Fig.6.2 BOOM

Moresuccesstul and currently popular isthe CaveAutometic Virtua Environment
(CAVE), wheretheilluson of immersioniscreated by projecting sereo imagesonthe
wallsand floor of aroom-sized cube. Participantswearing lightweight stereo glasses
enter and walk freely withinthe CAV E room (see Figure 6.3), while ahead-tracking
computer sysemcontinuoudy adjuststhe stereo projection based onthecurrent postion
of theviewer.
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Fig. 6.3 CAVE Room

Applications

Asthetechnologiesof virtua redlity evolve, the applicationsof VR become unlimited.
The gpplicationsof VR includethefollowing:

e Traninginavariety of areas (military, medical, equipment operation, etc.).

¢ Educationthroughvirtua classrooms.

e Designing (virtual prototyping) of real and abstract systems.

e Architectura wak-through.

e Simulation of assembly sequences.

e Equipment stresstesting and control.

e Accident investigationand analysis.

¢ Businessand economic modelling.

e Entertanment.

6.4 VIRTUAL REALITY OS

Virtual Reality Operating Sysem (VROS) consstsof severa software subsysems
and requiresextratimeto reconfigure. It avoids hardwired configurationsbecause a
participant inthevirtual world isfreeto engageinall the resources of the operating
system. For thisreason, it permitstheworld to respond immediately to the participant.



It requires broad bandwidth and multi-sensory interaction with VR systemswhich
createsademand for sensor integration. Thismodel correspondsto the VR system
that helps multimedia applicationsto accommodate multiple concurrent users. This
approach makes VROS essentially a distributed OS by providing the detailed
gpecifications of system functiondity, scalability of conceptual design, fault-tolerant
shared memory and heterogeneous communication. The VROS provides an
architectura framework that alows an extensible collection of interfaces, protocols
and network security management systems. It providesthe specia deviceswhich are
commonly used in head-mounted display and VR applications. Main accessories
provided by thisoperating system are spatial sound, datagloves, 3D positiontracker,
rapid interactive prototyping and digital librariesof virtua factory.

Features of VROS

Thevariousfeaturesof VROS areasfollows:

e Itinterconnectswith 3D motionintracking devices.

e |t supportsbackup networking, for example, Jumbo framesand TCP offload.

e |t asofacilitatesadd/remove option for VHD and passthrough disks.

e Itsguestswith high performance para-virtualized in guest drivers (up to 8-way
virtual SMPand 255GB isfor maximum guest memory).

e It buildsup the solutionsfor improved disaster recovery and deliversahigh
availability of recovery of files.

e |t providescompatibility for sandard operating systemsand encapsulatesa
complete computing environment.

e It also providesthe mechanism of hardware independency by ingtalling VGA
card, physical motherboard, network card controller etc.

e |f avirtual machine crashes, it availsthe security applicationsrun under a
virtua environment.

e |t provides portahility of hardware resources, for example, virtual machine
can be moved to other data storage medium (from pocket-size USB flash
memory card to enterprise Storage AreaNetworks).

e This operating system synthesizes and integrates the sensor databases,
interfaces, etc. The broad-bandwidth display and the multi-sensory interaction
of VR systemscreate severe demandsfor sensor integration.

e |t usesmulti-user mainframesand providesvirtual systemswith adeveloper
toolkit, postion senang, sound and graph programming sysemfor third-party
€tc.

e Here, theoperating system usesthe client operating system and can not be
accessed directly. It copiesthe multipleversions of other OS, for example,
IBM’sVM operating system, Windows OS, etc.

e |t correspondsto mail servers, print servers, file servers, network servers,
security servers, backup serversetc.

Characteristics of Immersive VR

Immersivevirtud reality isahypothetical future technology that existstoday asvirtua
redlity art projects. It casuists of immersionin an artificial environment wherethe user
fedsjust asimmesed asthey usually feelsin consersesredlity.

Virtual Reality
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The unique characterigtics of immersive virtua redlity can be summarized asfollows:

¢ Head-referenced viewing providesanatura interfacefor navigationinthree-
dimensional space and allowsfor look-around, walk-around and fly-through
capabilitiesinvirtua environments.

¢ Stereoscopic viewing enhancesthe perception of depth and the sense of space.

e Thevirtual worldispresented infull scale and relates properly to the human
gze

¢ Redidicinteractionswithvirtua objectsviadataglove and smilar devicesalow
for manipulation, operation and control of virtual worlds.

e The convincing illusion of being fully immersed in an artificial world can be
enhanced by auditory, haptic and other non-visua technologies.

o Networked applicationsallow for shared virtual environments.
Shared Virtual Environments

By usngaBOOM device, aCAVE system, or aHead-Mounted Display networked
usersat different locationsanywherein theworld, can meet inthe samevirtua world.
All users, arepresent in the samevirtual environment fromtheir respective points of
vision. Each user ispresented asavirtual human or avatar (see Figure 6.4) that is
actually acomputer generated character. Therefore, the userscan interact not only
withthevirtua environment itself, but also with each other by using avatars.

- =

Fig. 6.4 Avatar

Non-lmmersive VR

Nowdays, theterm Virtual Reality’ isalso used for PC-based applicationsthat are
not fully immersive. These applicationsare known as Desktop VR, it focusseson
mouse, joystick and space/sensorball-controlled navigation through arealistic 3D
environment, stereo viewing viastereo glasses, stereo projection systems, etc. usnga
graphics monitor under computer control. Desktop VR beganin the entertainment
industry, making its first appearance in video arcade gameswith extensive use of
sophisticated computer graphicsand animation technology.



QuickTime VR software packages, such as PixMaker, PanaVue Image
Assembler, and VRWbrx helpsthe user create desktop VR environmentsfor amodest
software purchase. Theadditiona cost of astandard digital till cameraneedsto be
paidfor.

Applications

Asthetechnologies of virtud redlity evolve, the applications of VR becomeliteraly

unlimited.

Useful gpplicationsof VR include:

e Traininginavariety of areas (military, medical, equipment operation, etc.).
e Educationthroughvirtud dassroons.

e Designing (virtua prototyping) of real and abstract systems.

e Architectural walk-through.

e Simulation of assembly sequences.

Equipment stresstesting and control.

Accident investigationand analysis.

Businessand economic modelling.

Entertainment.

e Telepresence Systems that permit operation and control of devices and
processeswhileworking at-distance. They can currently be seenintelemedicine,
teleoperation of industrial equipment, and telerobotic control of engineering,
manufacturing and other processes. Generaly, telepresence sysemsare based
on hapticor tactileinput technology, immersing aparticipant inareal world

captured by video camerasa adigant location and dlowing remote manipulation
of real objectsviarobot armsand manipulators.

VRisavery vauableingructiond and practice dternativein Stuationswhereexploration
of environmentsor interactionswith objectsor peopleisimpossible or inconvenient
like battle, firefighting, anti-terrorismtraining, nuclear decommissioning etc.

Flight Simulation isan example of VR applicationin pilot training. The simulator
createsavirtua cockpit of an aeroplanewith al relevant gadgetsand switches. The
front wind shield of the cockpit isreplaced by an even shaped high resolution screen.
The screen displays different image sequences, the same aswhat apilot seesfromthe
cockpit wind shield during plane landing, take off or glide. Thetrainee pilot hasa
sensation of flying aredl aircraft and thusgetstherequigtetraining.

VRML

VRML gtandsfor Mirtual Reality Modelling Language, whichisastandard tool for
themoddling of three-dimensond virtud environmentsthat arefunctiona and interactive.
Just assHTML becamethe standard authoring tool for creating cross-platformtext for
theWeb, so VRML developed asthe standard programming language for creating
Web-based VR. Like HTML VRML providesintegrated hyperlinksinthe Web. The
viewing of VRML modelsviaaVRML plug-infor Web browsersisusudly doneona
graphicsmonitor under mouse-control and, therefore, not fullyimmersive. The current
verson VRML 2.0 hasbecome aninternational | SO/I EC standard under the name
VRML97.

Virtual Reality
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VR Related Technology

A related branch of VR used for smilar purposesis called Augmented Reality (AR).
AR allow for the viewing of red environmentswith superimposed virtual objects.

A specia headgear creates stereoscopic 3-D images of virtual objects (or
computer-generated renditions of real objects that cannot be seen directly) and
superimposesthem onto thereal world view. By tracking the exact position of the
headgear, the virtua objects can be registered inthe correct postionsintherea world.
By wearing aglove or other devicethat isalso tracked, you can touch and interact
with these virtual objects. The user interfaceto thistechnology will likely be voice,
head and body gestures. Thus, AR supplements rather than replacesthe user’sreal
world.

6.5 DISTRIBUTED VIRTUAL ENVIRONMENT SYSTEM

The Digributed Virtual Environment (DVE) systemisan Internet based multi-user
virtual redlity systeminwhich participants are able to navigate the 3-D virtua world
and also ableto work with various applicationsand other users. Basicaly, thissystem
isasoftware system through which people who are geographically dispersed across
theworld caninteract with other by sharing aconsistent environment interms of space,
presence and time. These environments usually aim for a sense of realism by
incorporating the 3-D graphics. DVEs are widely used in virtual shopping mall,
interactive e-learning, multiplayer online gaming, etc. In DVE system, each user is
represented asan entity caled *avatar’ whosesaeiscontrolled by theinput commands.
The basicideabehind digributed virtud environment syssemisto let theusersimmerse
into virtua tour and aso let themto work invirtua world to avail therequired resources
indistributed manner. Thevirtud reality datamaintainsthe addressesof artificia world
and spatial databases so that distributed virtual environment can structure and store
thedataand control to theartificia world. Thisartificial world isused by virtua redlity
navigators, Internet viewersand standa one hardware hubsand stations. User navigeation
and interaction usesexigting datasets ‘ on-the-fly’ theme, whereasthe existing dataset
manages the fixed sequences interactively with dynamic behaviour of objects. The
scripts, suchastimers, collisons, timers, areevauated if the object isreplicated. You
can find thevirtual environment effect invirtual movies, for example Shrek, Kung Fu
Panda, etc, were given by the same production house. Shrek isa3-D virtual movie
and online streaming available for Web audiences, whereas Kung-Fu Pandaisa 2008
American animated virtual moviewas produced by DreamWorksAnimation'sstudio
inGlendde, Californiaand distributed by Paramount Pictures. Thevirtual movie*How
to Train Your Dragon’ isabout achild named ‘ Hiccup’, young dragon who settles
down when he became the friendswith young Dragon. Thisvirtual movieisa2010
computer-animated fantasy film by DreamWorksAnimation loosely based onthe 2003
book of the sametitle. The animated world was created in thismovieand it brings
extraordinary landscape of virtual world along with full length animated feature. This
movieisfledged by most of themultimediaconceptsand focused with virtua environment
sysem. Thewhole scenario presentsthevirtua environment systemand makesfedling
tothemultimediausers. DV SE or Digita Virtua smulation Environment isconsidered
asprototype. The characterigticsof DV SE are asfollows:



Thisprototype supportsthe development of virtual environments, user interfaces
and applicationsbased on shared 3-D synthetic environments.

It istuned and focused to multi-user gpplicationsinwhichthe network participants
work across network.

It issupported by WWW andHTTP/HTML/FTP/MIME compliant.

It includesvirtual battlefields, spatial modelsof interaction, virtual agents, real-
world robot control and multi-modal interaction.

e |t exportsVirtuad Redlity Moddling Language (VRML) and other 3-D forméts.

Web representsWW\W. It refersto thedlient-server service. Theclient usesthebrowser
to accesstheinformetion fromtheserver. Thereare many stesthat providing informeation
that isavailableat variouslocationsonthe Internet. The Web represents a hypertext
systemwhich presentsinformation from acrossthenet. It wasdevelopedfirst timein
the month of 1989 by Tim BernersLee. The at the European Laboratory, CERN,
Switzerland. Internet isconsdered to be acombination of portahility, user-friendly
featuresand flexibility of information. Web siteskeep the important operationsonthe
right sde of the screen. Thisincludesthe heading of asection, phone, URL description
and the domain details. A comprehensive user’sguide must be provided to the user
whichwould giverelevant information to him pertaining to the Web site. Thiscan be
done after the Web site has been launched successfully. A Web site can be launched
by using the Google and Yahoo locd listing. They optimize the search enginefacilities
for your Web sitethat offer moderatelist of options, searchable description and the
third party dataproviders, such as Super Pages, Yellow Pages, City Searches, etc.
They aso offer afree servicein which you canenter your Web stedomain ares, tell
thecustomer Who YouAre (*WYA) facility, get reviews, etc. Thereare many factors
that decidethe success of aWeb site onthe Web. The following factors must be kept
inmind at thetime of creating and launching aWeb site:

- TheWeb siteislaunched for the siteusing a File Transfer Protocol program
(FTP). Itisaneconomical option. Theowner of theWeb sitemust instruct the
Web designer and the system analyststo implement FTPfor the Web site.

- The Web hosting firm provides space onthe server to the Web site.

- Theowner of theWeb steremovesthe *teething’ problembefore launching the
Web site. Half-finished or incomplete Web site can discourage visitorsfrom
returning to the Web site. For example, if your site provides e-commerce
services, you mugt intend to provide the servicesontime and the services should
be of value to the visitorstoo. Teething problem refersto theinitial issues
related to the set up and layout of the Web screen.

Therequired devicesfor DVES are supported by computer, video capture device,
video capture device, video editing software, DV D recording software, DV D burner
(torecord physicaly DVD) (seeFigure 6.5 (a), (b), (€)).
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Fig. 6.5 (a) Record from Webcam (b) Record from External Device
(c) Record Your Computer Screen
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FTPor FleTransfer Protocol refersto an application protocol to exchangefiles
between computersacrossthe Web. It isthe simplest method of downloading and
uploading afilefromaserver, for example, downloading documentsor articlesfroma
Webste. FTPusesTCP/IPto transfer data. For this, an FTP server and an FTPclient
arerequired. FTPdAso worksonadlient/server principlewhereinan FTP client program
Isusedto makearequest to an FTP server (files can be stored on computersreferred
to as FTP servers). FTP supports programsinvolved in TCP/IP. FTPisused asa
command lineinterface. For example, acommercia program provides GUI features
at Windows DOS prompt. Using FTP, you can updatefilesonaserver. Your Web
browser canalso make FT P requeststo download programs you request fromyour
page. For this, you need to login on an FTP server. The files are easily available
because of anonymousFTP.

Fig. 6.6 Conference Room Supported by Distributed Virtual Environment

Figure 6.6 explains a virtual environment conference with three people
simultaneoudly connected to the DV SE system. The people, represented by
embodiments, interact, talk, and move in ashared and distributed environment. It
gpans several projectsand groups, including spatial interaction models, high-level
programming, agents, robotsetc.

Thedistributed virtual environment system s supported by Vol Ptechnology
frequently. Hypertext isthe main concept that makesthe World WideWeb morethan
just another messagetransfer syssemthat supports DV SE. The prefix ‘ hyper’ usually
means' above or ‘beyond’ and thushypertext isliketext, but goesbeyond it interms
of functionality. The extrainformation in a hypertext document is used to tell the
computer programthat displaysthefileto auser how to format it. These additional
elementsalong withthe content of adocument are commonly referred to asmarking
up thedocument. WWW hypertext documentsthe use of Hypertext Markup Language
(HTML). HTML documents are asASCI| text files are arranged using a special
sructureof HTML elementsthat definesthedifferent parts of thedocument and how
they should be displayed to the user. Each element isdescribed using special text tags
that defineits characteristics. An HTML document containstwo prime partsknownas
head and body. The head element contains meta dataand thetitle of aWeb browser,
whereas body element containsthe text or information that will be displayed onthe
screen. SIMIME functionality offersto signup the encrypted messages. It examines
the messageformats and prepare the enveloped data (contains encrypted content and
keysfor recipients), sgned data. | PSec provides security servicesin thelayer of IP
selection. It usessecurity servicesinthelayer of | P selection. It usestwo protocols



known asauthentication protocol and authentication header. Encapsulating Security
payload (ESP) provides confidentiality servicesfor thedata packetsand datafiltering.
It supports security parameter index (32 bits), sequence number (32 bits), payload
data(variadle), padding (0-255 bytes), pad length (8 hits), authentication data (variable).
WWW and distributed virtua environment system build an online presenceto global
customers providing security and stability about the products and payment mode. Itis
also known as digital Web marketing. 1n1990's, asolid core of expertiseisreached
inthefield of Internet businessthat leveragesthe Internet asatool to achieve strategic
business success. Business consulting includes the features, such as e-business
consulting, e-marketing consulting, Website usability, the Internet trendsand thetraffic
and Search Engine Optimization (SEO) throughWWW. At thisstege, userscan search
theinformation and use Web properly. Themain attraction of WWW for the digtributed
virtua environment sysemisto develop containing graphicsand audio/video dlipsthat
makeit effectivefor 3-D and artificial world. Forty-two percent of the of the sample
companiesusetext, graphicsand photographsin their Web pages, and twenty-seven
per cent usesound or video, inaddition to text, graphics and photographs. Thus, the
mgjority of the samplesare making use of multimediainorder to attract usersand give
potential customersaclearer pictureof their products.

Framework of Distributed Virtual Environment System

Thetheoriesand techniques of virtual environment systemisto extract the semantic
details of video clips, scenes, singleand multipleimages, video sequences, robotic
navigation and manipulation control, visua data management, human-machine
interactions computer, image-based graphical modelling, etc. Thevisud datainterms
of images and videos can be annotated and retrieved for thedistributed system and
tele-operation of robotic devices. Thissystemisaso useful for virtual figureanimation
and behaviour control and it dealsthe scene understanding and image-based modelling.
The dynamic environment within digtributed framework isused to control the Internet
based robotsfor suppressing the sysemlatency and improving the operation efficiency
if time-varying delays take place in the Internet communication. The technical
implementation for thisframework isused for visualization with the help of various
computer languages, such as Java, 3-D graphicsAPIs, C#, ASPNET, etc. Itisa
standard for delivering 3-D rendering onthelnternet, just likeHTML isastandard for
Web pages. This system comesfromthe‘worldly’ imitation that distributed virtual
environment system filesget their name. Thefilesarecalled ‘worlds and have .wr|
extengoninthe multimediaenvironment. The sound objectsare used with controllable
attenuation to make the system efficient. It describesirregular ground terrainsand
extrusion objectsfor advanced, through compact modelling. For example, amore
powerful background coloring and panorama system and afog system allowsthe
creation of virtual world underwater and cloudy environments. Thissystemisalso able
to usethe MPEG video asatexture map. It interactswith system collison detection
givesthe user asense of substance asthey movein theworld inwhich touch sensors
alow reactionsto ausersdeliberate actionsand the proximity sensors allow reactions
to auser’snot so deliberate actions, whereas vishility sensorsallow conservation of
resources.

Theinterpolatorsprovideenginesto implement animation. Scripting in JavaScript
dlowsfrommaking programming part fromsmplelogic deviceto fully blownanalytica

Virtual Reality

NOTES

Self-Instructional Material 233



Virtual Reality

NOTES

234  Self-Instructional Material

enginesproviding awedlth of complexity. The prototypesextend theexigting variety of
object types with efficient reuse and simple scene graph structure. A navigation
information object providesthe browser softwarewith details of the speed and nature
of the usersmovementsin the world. This system basically usestwo factorsin the
programming part if you use and they are known as nodes and fields. Nodes basically
represent aworld that is madeup of nodeswhich are types of objects, whereasfields
describe propertiesof anode. For example, if you define Box, Cylinder, Cone, Sphere
they would beinitialized in thefollowing way:

geonetry Box {size 5.5 3.75 1.0}

/ | Box
georetry Cylinder {radius 0.5 height 10 t op FALSE}
/'l Cylinder

geonetry Cone {bottonmRadius 5 height 10 side TRUE
bot t om FALSE}

/' Cone
geonetry Sphere { radi us 10, 000, 000}
/'l Sphere

Fig. 6.7 Showsthe 3-D Image of Table in Virtual World

Thetechniques used for distributed virtual environment systemis computer
graphics, imaging, vison, artificia intelligenceand networking. The synchronized virtua
environment is used with physical counterpart. The online virtual environment is
composed and edited for collision detection and path planning so that six Degree-Of-
Freedoms (DOF) manipulators, which areuseful to implement theinterfacefor sysem
control, remote operation and task management. There are two waysto implement
thevirtua tour indistributed virtuad environment system:

e Using JavaScript to control theviewer’scameraposition.
e UsingVRML sensors, in particular thetime sensor.

Thetour basicaly isimplemented by usng the time sensor gpproachinwhichan
array of tour positionsis defined together with away to interpolate betweenthem. A
touch sensor determineswhen thetimer isstarted and each tick of thetimer isrouted
tothepostioninterpolator which setsanew orientation and trandation. Thefollowing
screen shows the virtual chess played online by robot acrossthe Internet so that
varioususerscaninteract with thisdistributed virtua environment.



Screen above showsthe virtua environment inwhich robot playsits chance
withthehelp of artificid intelligence. Thechipisset with programming part. Itismoddled
withsysemamulation

Examplesof DV SE: DV SE presentsacomputer-generated virtual world to support
grid-enabled service oriented framework for facilitating the construction of scalable
systemon computing grids. For this, aservice componert called* gamelet’ isproposed,
whose distinctive mark isits high mohility for supporting dynamic load sharing of
multimediaapplications. Gamelet isamobile service component, whichisresponsble
for processing thework load introduced by a partitioned virtual environment. For
example, inavirtual based environment, oneor variousrooms canformone partition.
In asession-based virtual environment, overlapping partition techniqueisused to
support the smooth visua interactions among participantsacross multiple partition.

Some of the popular examplesused for distributed virtual environment system
aredescribed asfollows:

CAVE AutomaticVirtual Environment: Thisvirtua environment sysemis
projection-based virtua redlity system. Infact, it isten feet cubed room. Stereoscopic
imagesarerear-projected onto the wallscreating anillusion that 3-D objectsexist
withtheuser intheroom (see Figure 6.8). The user wearsliquid crystal shutter glasses
to resolvethe stereoscopic imagery. An electromagnetic tracking sensor attached to
the glassesallowsthe CAVE systemto restablishthe location and orientation of the
user’shead. Thisinformationisused to render theimagery fromthe user’s point of
vision. Theuser can physically walk around an object that appearsto exist in3-D in
the middle of the CAVE. The user holds a wand which is also tracked and has a
joystick and three buttonsfor interactionwith thevirtua environment. The buttons can
be used to change modes grab and virtual objects. VR applicationsdisplayed onthe
CAVE can belinked over high-speed networks.

Fig. 6.8 CAVE Installation
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AccessGrid Augmented Virtual Environment (AGAVE™): TheAGAVE™
display systemisapassive stereographic projection systemthrough which audiences
will view theimmersive content using 3-D movieglasses (seeFigure6.9) . Thedigplay
system consists of a pull-down polarization-preserving silver screen, two LCD
projectorswithlinear or circular polarizer’sinfront of each lens, adual processor
Linux driven PC with ahigh-end graphics card capable of dual display output. To
support 3-D tracking and interaction, Ascenson Technology’ sHock of Birds (Extended
Range Transmitter version) and EVL's Wanda can be used. Wandaisawand with an
imbedded tracker, joystick and three buttons. It isthe standard interaction device
used in CAVEs. Theoverall concept behind AGAVE isto append PC-based graphics
workstation to an Access Grid node that can be used to project 3-D stereoscopic
computer graphicsto alow networked peopleto immersively share three-dimensiona
content. VR applications displayed on the AGAV E can be linked over high-speed
networks.

Fig. 6.9 AGAVE™ Environment

The VR application is primarily designed to run in the CAVE™ and on the
AGAVE™ to present thedistributed virtual environment system. Thesetwo popularly
environment sysemcan run ether locally or through remote networking in both Silicon
Graphics, Inc (SGI) and Linux platform. The innovative flexibletoolsare used for
credtivity, learning, communication and exchange of knowledge and culturefor local
and networked visitors.

6.6 VIRTUAL ENVIRONMENT DISPLAYS AND
ORIENTATION TRACKING

Virtual environment displaysrefer to aposshility of goplying virtud redlity technology.
It highlightsasynthetic congructionusing Virtuad Redlity Modeling Language (VRML)
and appropriate Smulationtechnique. Themaincharacteristic of thisenvironment isto
include remote environments for the computer-supported cooperative work,
entertainment and space exploration, scientific and architectural visualization. This
synthetic environment includes two main types of systemsknown asimmersive or
non-immersivevirtual system. Immersivevirtua environment display wasexplained
by Morgan and Zampi as ‘ an application interms of quasi-physical experiences. It is
achieved by datagloves and multimediahead mountain display deviceswhereas non-
immersivevirtual ED isbased on desktop V R and enables screeninterface. It creates



afedling of smulated spatial environment. VRML canbe universally accessed. Itisa
hyperlinked and facilitated environment for fileformatting for 3D interactiveand virtual
environments. It representsstatic and animated objects which are hyperlinked with
other media, for example, movies, sound and imagesetc. The multimedia-based Webste
isbuilt asadynamic XHTML code that embeds VRML congtructs.

Thevirtua environment is passed through using three main phaseswhich make
useof sysemeffectors They areknownasmoddling, rendering and runtime rendering
presentation.

Modelling
Thevarioustypes of displays usethe synthetic construction of objects. For example,
Figure 6.10 showsalayout of abuilding.

Fig. 6.10 Construction before Modelling

Sipes described the modelling processin 1994 for the first time. He also presented
loopholes for such kind of a process depending on the information database and
confirmation of the computer hardware.

Rendering

This processhas been described by Grabowiski and it includestexture maps, lighting
parametersetc. Rendering time depends onthe quality of rendering, complexity of
model and hardware speed (see Figure6.11). Lindhult chose the same guidelinesfor
inputting textureincluding quaity, versatility, file szeand computer speed. Hesuggested
that quality dependson the resolution that isrequired and essentia for presentationin
virtud environment displays.

Fig. 6.11 Congtruction after Modelling
Run time Rendering Presentation

It isconsdered as an attempt to represent the environmental reality and isalso known
asenvironmental Smulation. The characteristic of environmental simulationisfor
observer (client) to predict the responsesto areal situation. The potential realities
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containadesigner’simagination long with sound effects. However, it isdependent on
the limitations of hardware performance. It isacombination of reality engine and
slicongraphics. TheVRML issuggested asafuture desktop for virtual environment
displays (see Figure 6.12).

Fig. 6.12 Cosmo Player

Orientation Tracking

The multimediaenvironment mainly focusses on orientation tracking that provide a
complete sysemto manage mediainformeation, such asimages, texts, graphics, sounds
and image sequences, etc. The stored and manipulated information isused to give
virtua environment displays. They areviableintermsof hardware and available for
numeric databasesand traditional text. Orientation tracking (withreferenceto virtua
environment displays) refersto the processof orienting and assigning the various
mediainformationto acircular track, for example, manipulating imageand video data
includestasks, such as searching and sorting of visual information. Thistechniqueis
used for tracking auser-selected object through digital image sequencesin multimedia
sysems Tracking objectsand multimediainformation maintain asequencethat isuseful
for that type of Stuation wherethe motion of the object isimportant. Thistechniqueis
useful when moving or animated objects arehighlighted in asequence. For example,
aparticular object movesamongst various smilar objects. For this, atracking tool is
used by the multimedia developers. It marksup the moving object so that the next
framewaiting in sequence can provide objectsorientationto thefirst frame. Thedirector
software packageisvery useful to set up the framesof animated and moving objects.
It also providesasmall searchareato the objectsin each frame of the sequence. It
changesthe overal illumination between the frames of the sequence. The average
intensity of thetemplates provide arbitrary 2D shapesin animage representing aset of
vectorsthat correspond to the reference point position and each cell denotesthe
incremented position that corresponds reference point position. Thisreference point
denotes the position of the cell, which is rotated to each vector in the object
representation to decide the first frame of the sequence. 3D includesthe object’s
height, weight and length, whereas 4D isadded to the accumulator space and object
representation vectors can belengthened and shortened whenincrementing the cells.
It isassociated with the motion-modelling technique in which an object iskept asx
and y motion of atest object. At each step, thenext position of theobject ispredicted,
whereasthe actual position of the object is used to refine the modelling of xand y
motion components. Thevision-based system follows passivelandmarksin orientation
tracking that integrateswith the hybrid approach in sensor technology. Thismechanism
revolutionizes aclose range of image collection and analyssfor multimediaapplications.
It creates a new way of processing and handling the audio and video datasets by



providing the real-time 3D techniques and approaches. The orientation tracking
approachisusedinground level motionimagery using 3D virtual model as control
information, suchas motionimagery orientationusing virtual redlity.

Orientation tracking usesfollowing typesof VR systems.

e Thetracker involvedin orientation tracking describestheobject orientationto
control the processand the sgnal is detected by the sensor.

e |t aso controlsthe unit, which isinvolved in the process of the signal and
sendsinformationto the CPU.

e Thesgndsemit theprocessto sensorsincluding eectromagnetic signals, opticd
signals, mechanical signals and acoustic signals that produces the virtua
environment displays.

e Thetrackersthencdculatethetimefor thissyseminwhichthesensorsinvolved
hit the sound for virtua reslity applications.

A real 3D position and orientation tracking system are used with wearable
devices. Thissystemiscombined withwearable reality syssems. Thesystem produced
iscombined with infrared markerswith ahead-mounted stereo camerathat decides
the user position and orientation sensor to integrate the sgnalsacquired by multiple
sensors. It maintainstheaccuracy of thesystemto dlow virtua objectsand annotations
to beoverlaid onreal scenesthrough the head-mounted display.

6.7 VISUALLY COUPLED SYSTEM REQUIREMENTS

AVisually Coupled System (VCS) isdefined asthe subsystem of the multimedia
environment, whichwas developed by Birt and Task in 1973. Thethree components
of VCS are a head or helmet-mounted (head-directed) visual display, a means of
tracking head of eye-painting director and a source of visual information. In this
mechanism, an operator looksin a particular direction where head or eye tracker
decides the direction. The visual information source determines the viewing of
gopropriateimagesproduced by the operator. Thevisud information source determines
viewing of gppropriateimages produced by the operator. Thisinformationisassociated
with the physical imaging sensor that producesthe computer-generated imageinthe
virtua environment system. Thismechanismisasubsystemof VCSwhichispresent in
boththered and virtual world. It isaso referred to asBOOM display. It represents
an advances feature of the man-machine interface. This mechanismisdesigned to
check the virtual reality system problem and isimplemented asamodular system. It
integratesthevisua skill of theoperator along with the control of the machines. Inthis,
theoperator findstrack of anobject. In essence, the operator lookson thetarget and
sensorsor wegponspoint to thetarget. Thetwo functions performed inthissystemare
display feedback function and line-of-sight sensing or control function. Thesefunctions
are used separately as per requirement. It represents aspecial subsystemwhichis
integrated withthe operator’svision. It requiresvisua coupling applicationsfor arcraft,
fire control, weapon delivery, navigation, etc. so that multimedia applicationsare
prepared to make the people aware of those applications. Therequirements of the
visually coupled system with reference to multimedia applications and the virtual
environment areasfollows:

e |t needsbrightness contragt ratios between display of the applicationsand the
outsideworld.
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8.

9.

Check Your Progress

Define the term intelligent
multimedia system.

What is virtua redlity?
What does BOOM system
stands for?

What do you mean by
VROS?

What is the use of
stereoscopic viewing?
Define the term VRML.
Which technology supports
distributed virtual
environment system?

What does virtua
environment displays refer?

On what factors does
rendering time depend?

10. Define the term orientation

tracking.

11. Who developed Visually

Coupled System?
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e It requiresthe best quality imageand display capability under vibrationfor objects

e |t needsthetrack orientationtechniquein display scaling and display formet for
each specific application.

e |t also needsasee-through model presenting themesfor multimediaapplications
which involve amechanism of the CRT face plateto the observer’seye.

¢ Thismechanism also needs ambient illumination and dual-resolution fields of
view with azoom capability and low resolution for multimediagpplications. For
example, high-magnification sensorsand high-power opticsof an object make
applicationsmorefeasible.

e |t requireshead-referenced viewing.

e It requiresredigtic interactionwith virtual objects, whichalow manipulation,

6.8 INTELLIGENT VIRTUAL REALITY SOFTWARE
SYSTEM S

Theintelligent Virtual Reality Software System (VRSS) architectureimplementsthe
notion of anintelligent virtual environment, inwhich aternative reality can be defined
through asymbolic description of thevirtud world' sbehaviour. Thissoftwarearchitecture
isbased onanintegration layer, which consistsin an event-based system, relating the
visualization engineto the behavioural layer. For this, you can use agtate-of-the-art
game engine for the visualization engine. Game engines provide sophisticated
visualization features and most importantly constitute a software development
environment in which resourcesand componentsareintegrated. Theintelligent VR
software system is the multiple domains of virtual trust between users, resources
(hardware aswdl as software) and services. Thissystemischaracterized by scalahility
distribution, transence and flexible-dynamic nature. The two prime categoriesfor
inteligent virtud redity software sygemaretoolkitsand authoring sysems. Thetoolkits
represent the programming librariesresding in C or C++ which providevirtual functions
and helpto create VRSS. The authoring sysemisacomplete programfor graphica
interfacesto createavirtual world without resorting to the detailed programs. It uses
scripting languageto describe complex actionsfor defining the virtua redlity software
system. Thebenefitsfor intelligent virtual reality software sysemsareasfollows.

e They help inbetter presentation of red-life applications and exploitation of
resourcesthat present acomplete virtual system.

e Theyallow effectiveutilization of features of multimediaapplications, such as
audio/video files, 3D effect, etc. that collectively produceaVRSS.

e |t providesapool of multiple network-storage devicesthat enablea cross-
organizationa sharing of dataand information.

Theintelligent virtual reality software systemincludes multimedia software,
VRML etc. whereas, the multimediasoftware mainly usesAdobeAuthorware, Adobe
Director, Winamp, etc. Table 6.2 showsthe multimediasoftware and their functions:



Table 6.2 Software Used in Multimedia and their Functions Virtual Reality

Software Function

Adobe This software uses visual rich-media solution to create online virtual

Macromedia | applications.

Authorware

Chrome This includes free models and samples in the Chrome Library set of NOTES
Library 3D behaviors contains 60 Shockwave 3D behaviors that have been

designed and developed to meet the needs of 3D graphic designers
and developers who are beginners when it comes to Macromedia
Director or real-time 3D. It is also useful for developers who want to
quickly set up their scenes. The Chrome Library was created for this
purpose to make web 3D in Director easier and the inner wonders of
the 3D engine more readily available for multimedia applications.
Lingo Lingo provides a completely integrated package that includes a
powerful language for expressing optimization models, a full-featured
environment for building and editing problems and a set of fast built-
in solvers. This software provides animation, sound, scripting,
shockwave 3D for Lingo language.

Shockwave This software Audio data represents sound object or a mixer can be
Demo accessed, processed and passed back to the audio engine and the
audio engine will play the processed audio chunk.

Adobe Director | This software contains rich audio capabilities with 5.1 channel
surround sound, real-time mixing and digital Signal Processor (DSP)
that is used to filter for MP4, H.264, FLV, and F4V video formats
and video streaming. The powerful 3D supports including Google
SketchUp importer and Byte-Array datatype.

VRML tools |These tools include Chisel (Java-based optimization tool),
Seamless3D (is an open source 3D modeling software that exports
and imports VRML files), SwirlX3D editor (visua authoring system
for VRML which provides full VRML editing with the ease of use of
a graphical environment), TriVista technology (provides 3D
ImageScene and 3D ImageCube tools for displaying photographs),
VizUp (optimize 3D models with polygon reduction tools supporting
VRML and other 3D formats.

Digital This software is used in 3D interaction, immersion, and real time

ArtForms SmartScene.

Internet These two executable files provide lease line connection to high

Explorer or | broadband services for Internet connection.

Moxzilla Firefox Check Your Progress

Adobe This powerful software provides fantastic image to morph and warp . X

FantaMorph  |the movie in real-time 3D. it accelerates hardware and renders the 12, All in the blanks with
speed easily at the rate of Frame Per Second (FPS). This high speed appropriate words:
makes the final play in real time without exporting the file from other .
application. This software supports BMP, JPEG, PNG, TGA, PCX, aA__ isan
TIFF and 32-bit alpha formats. The exported image sequences object lens system which
supported by this software are Adobe Flash Player, animated GIF, permits users to

image sequence etc. The image can be cropped, rotated, flipped and

adjusted source images. construct agents

performing a variety of

Figure 6.13 showsavideotaped cup onarotating platform. It presentsascene user-defined actions.
gructurefor thevirtua intelligent sysemthat isreativeto thedisance of objectsalong b.-In i
the tagged frames in the scene. In many ways, the videotaped image is based on mﬁrﬁ;‘;‘;
techniquesthat consist of aset of imagesfor thevirtua sceneand their corresponding is created by projecting
depth. When the depth of every point in animage is known, theimage can be re- ?v:?:;ﬁn;aﬁ?)so?gftge
rendered fromany nearby point-of-view by projecting the pixels of theimageto their room-sized cube.
3D locationsand re-projecting them onto a new image plane. This cup presentsa c. isa
virtual effect which correspondsto this particular frame of the total system by pixel standard tool for the
merits, inwhich each frameislogicaly linked to movethe graphic image of cup. It is S?;dqu‘gn‘;f t\:ﬁ;}
Vide()tm through programs. environments that are

functional and

interactive.

d. In DVE system, each
user is represented as an
entity called

whose state
is contralled by the
input commands.

Fig. 6.13 A Videotaped Cup

Self-Instructional Material 241



Virtual Reality

NOTES

Check Your Progress

13. State whether the following
statements are true or false:

a The audio datais
recorded in real time by
passing to the system
unit. For this, RS232
COM port is used to
process the data
smoothly.

b. TheVROS or Virtua
Reality Operating
Systems provides an
architectural framework
that alows an extensible
collection of only
interfaces but not
protocols and network
security management
systems.

c. The virtua redity data
maintains the addresses
of artificial world and
spatial databases so that
distributed virtual
environment can
structure and store the
data and control to the
artificial world.

d. Rendering time depends
on the quality of
rendering, complexity of
model and hardware
speed.
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VRSS utilizestheinput and output channesto interact withvirtua environments.

VR applications are generic software systemsthat provides user toolkitsand APIs,
such asOpenGL, ray-tracing syssemsetc. The characteristics of intelligent VRSS are
asfollows:

It provides specia display technologies, such asL CD shutter glasses, head-
mounted displays, dome projectors, hand-gloves, joysticksand compatible
game-padsetc.

Thissystemsupports 3D sound effectsusing VRML toolsand 3D formatsfor
distributed and networked environment so that the VR software becomes
intelligent and presentable.

This system can connect with video monitorsto aDV D player, video game
consolesand virtua redlity applications.

It providesanew form of communication between machine and man. The
basicideabehind it to present an artificial computer world inwhich users can
interact by using adatahelmet and gloves. It providesaninterfacefor robot
control and automation componentsto the operator.

It issuited for universal man—machineinterfaceto control and supervisethe
class of automation components used in thevirtual software system.

6.9 SUMMARY

Inthisunit, you havelearnthat:
o Intelligent multimediasystem providesan advanced technology for lisening music

and watching movies.

e Virtud redity isbascally away of smulating or replicating an environment and

giving the user a sense of being present there, taking control and personally
interacting with the environment with his’her own body.

Virtual reality operating system consists of severa software subsystemsand
requiresextratimeto reconfigure.

VROS or Virtua Reality Operating System avoids hardwired configurations
because aparticipant inthevirtua world isfreeto engagein all theresources of
the operating system.

Thedigtributed virtua environment syssemisan I nternet based multi-user virtual
reality systeminwhich participantsare ableto navigate the 3-D virtual world
and aso ableto work with various applicationsand other users.

Virtual environment displaysrefer to apossibility of applying virtual reality
technology. It highlightsa synthetic congructionusing VRML or Virtual Redlity
Modeling and appropriate simulation technique.

A visually coupled system is defined as the subsystem of the multimedia
environment, which wasdeveloped by Birt and Task in 1973.

Thethree componentsof VCS areahead or helmet-mounted (head-directed)
visua display, ameans of tracking head of eye-painting director and asource of
visud informetion.

VRSSor Virtua Redlity Software Sysemimplementsthenotion of aninteligent
virtud environment, inwhich dternative redlity can be defined through asymbolic
description of thevirtua world's behaviour.
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6.10 ANSWERS TO ‘CHECK YOUR PROGRESS

1. Intelligent multimediasystemprovidesan advanced technology for lisening music
and watching movies. Thissystemalowsusersto avail the microphonefacility NOTES
asananalog input to sing and speak.

2. Virtua redlity isbasically away of smulating or replicating an environment and
giving the user a sense of being present there, taking control and personally
interacting with the environment with his’her own body.

3. BOOM standsfor Binocular Omni-Orientation Monitor.

4. Virtual Reality Operating System (VROS) consists of several software
subsystemsand requiresextratimeto reconfigure.

5. Stereoscopic viewing enhancesthe perception of depth and the sense of space.

6. VRML or Virtual Reality Modeling Language is the standard tool for the
modelling of three-dimensional virtual environmentsthat are functional and
interactive.

7. Vol Ptechnology supportsdistributed virtual environment system.

8. Virtual environment displaysrefer to apossibility of applying virtual reality
technology. It highlightsasynthetic congtructionusing Virtual Redlity Modeling
Language (VRML) and appropriate smulation technique.

9. Rendering time depends on the qudlity of rendering, complexity of model and
hardware speed.

10. Orientationtracking refersto the processof orienting an assgning the various
mediainformationto acircular track, for example, manipulating imegeand video
dataincludestasks, such assearching and sorting of visual information.

11. VCSor Virtualy Coupled System wasdeveloped by Birt and Task in 1973.

12. (@) Quintessential, (b) CAVE, (¢) VRML, (d) Avatar.

13. (a) True, (b) False, (¢) True, (d) True.

6.11 QUESTIONS AND EXERCISES

Short-Answer Questions

1. Ligt thecharacterigticsof intelligent multimediasysem.
2. What istheuse of BOOM system?

3. Writeshort noteon VRML.

4. What do you mean by runtime rendering presentation?
5. What arerequirementsfor visualy coupled system?

Long-Answer Questions

1. Discussthe various applications of virtual reality with the help of suitable
illugtrations

2. Explainthesignificanceof DVE system.

3. What do you mean by orientationtracking? Explain with thehelp of example

4. How to implement thevirtual tour in distributed virtual environment system?
Describe the stepsinvolved.

5. Writeindetail about inteligent virtua redlity software. Discussitssignificance.
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MODEL QUESTION PAPER
MBA Degree Examination
Multimedia and Applications

Time: 3Hours Maximum: 100 M arks

PART A (5 x 8 = 40 marks)

Answer any FIVE of the following:

1.
. Enligt thevarioustypes of multimediadevelopmental tools.

. Differentiate the typesof mediaand writetheir areasof application.
. What isthe significance of speech recognition in multimedia?

o g A W N

~

Tracetheevolution of multimediaand itsvarious components.

Explain the various standardsfor image compression.

What do you understand by the term ‘object oriented multimedia? What hardware support isrequired for
object oriented multimedia?

Comparethevarioustypes of CD technologiesgiving their significant features.

8. Explainthesignificance of virtud redlity inmultimedia

PART B (4 x 15 = 60 marks)

Answer any FOUR of the following:

9.
10.

1n.
12.
13.
14.

Explainthemgjor featuresand working of themultimedia. Why multimediaisused to develop interactive Websites?
Classfy thevariousmediatypes. Explain the scope and importance of each mediatypein developing multimedia
applications.

Explainthe process of compression in multimedia. Elaborate on video andimage compression standards.
Why object oriented multimediais gaining importance? Justify your answer giving examples.

Explainthe varioustypes of mediatechnology and their architectura structuretypically used in multimedia
Discussthesgnificance and applications of intelligent multimediasystems.

Compulsory

15. Why virtual reality termis applied to computer smulated environmentsthat can smulate physical presencein

placesintherea world aswell asinimaginary worlds?



	Prelims
	Introduction
	Unit - 1
	Unit - 2
	Unit - 3
	Unit - 4
	Unit - 5
	Unit - 6
	Questions page 244

